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Preface

This book covers the most recent advances concerning the ability to overcome connec-
tivity limitations and extend the link capacity of vehicular systems. Ranging from the 
advances on radio access technologies to intelligent mechanisms deployed to enhance 
cooperative communications, cognitive radio and multiple antenna systems have been 
given particular highlight. 

While some contributions do not off er an immediate response to the challenges that 
appear in some vehicular scenarios, they provide insight and research conclusions, 
from which Vehicle Networking Design can greatly benefi t. Finding new ways to over-
come the limitations of these systems will increase network reachability, service deliv-
ery, from infrastructure to vehicles, and the inter-vehicle connectivity. Having this in 
mind, particular att ention was paid to the propagation issues and channel character-
ization models. To overcome the current limitations over these systems, this book is 
mainly comprised of the following topics:

1. Multiple Antenna Systems, Cognitive Radio and Cooperative Communica-
tions: focusing on multiple smart antenna systems, MIMO, OFDM, MC-CDMA sys-
tems, cognitive radio advances. 
2. Transmission and Propagation: evaluating the propagation aspects of these 
systems, link layer coding techniques, mobile/radio oriented technologies, channel 
characterization, channel coding.

It is our understanding that advances on vehicular networking technologies can great-
ly benefi t from the research studies presented herein. In this book, we tried to summa-
rize the areas concerning physical and link layers with contributions that expose the 
state of the art for vehicular networks. We are thankful to all of those who contributed 
to this book and who made it possible.

Miguel Almeida
University of Aveiro

Portugal





Ali Chelli and Matthias Pätzold
University of Agder

Norway

1. Introduction

According to the European commission (Road Safety Evolution in EU, 2009), 1.2 million road
accidents took place in the European Union in 2007. These road accidents have resulted
in 1.7 million injuries and more than 40 thousand deaths. It turned out that human errors
were involved in 93% of these accidents. V2V communication is a key element in reducing
road casualties. For the development of future V2V communication systems, the exact
knowledge of the statistics of the underlying fading channel is necessary. Several channel
models for V2V communications can be found in the literature. For example, the two-ring
channel model for V2V communications has been presented in (Pätzold et al., 2008). There, a
reference and a simulation model have been derived starting from the geometrical two-ring
model. In (Zajić et al., 2009), a three-dimensional reference model for wideband MIMO V2V
channels has been proposed. The model takes into account single-bounce and double-bounce
scattering in vehicular environments. The geometrical street model (Chelli & Pätzold, 2008)
captures the propagation effects if the communicating vehicles are moving along a straight
street with local roadside obstructions (buildings, trees, etc.). In (Acosta et al., 2004), a
statistical frequency-selective channel model for small-scale fading is presented for a V2V
communication links.
The majority of channel models that can be found in the literature rely on the stationarity
assumption. However, measurement results for V2V channels in (Paier et al., 2008) have
shown that the stationarity assumption is valid only for very short time intervals. This fact
arises the need for non-stationary channel models. Actually, if the communicating cars are
moving with a relatively high speed, the AoD and the AoA become time-variant resulting
in a non-stationary channel model. The traditional framework invoked in case of stationary
stochastic processes cannot be used to study the statistical properties of non-stationary
channels. In the literature, quite a few time-frequency distributions have been proposed to
study non-stationary deterministic signals (Cohen, 1989). A review of these distributions can
be found in (Cohen, 1989). Many commonly used time-frequency distributions are members of
the Cohen class (O’Neill & Williams, 1999). It has been stated in (Sayeed & Jones, 1995) that the
Cohen class, although introduced for deterministic signals, can be applied on non-stationary
stochastic processes.
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In this chapter, we present a non-stationary MIMO V2V channel model. The AoD and
the AoA are supposed to be time dependent. This assumption makes our channel model
non-stationary. The correlation properties of a non-stationary channel model can be obtained
using a multi-window spectrogram (Paier et al., 2008). For rapidly changing spectral content
however, finding an appropriate time window size is a rather complicated task. The problem
is that a decrease in the time window size improves the time resolution, but reduces
the frequency resolution. To overcome this problem, we make use of the Choi-Williams
distribution proposed in (Choi & Williams, 1989). The extremely non-isotropic propagation
environment is modelled using the T-junction scattering model (Zhiyi et al., 2009). In contrast
to the original multi-cluster T-model, we assume to simplify matters that each cluster consists
of only one scatterer. Under this assumption, the reference and the simulation model are
identical. The main contribution of this chapter is that it presents a non-stationary channel
model with time-variant AoD and AoA. Moreover, analytical expressions for the correlation
properties of the non-stationary channel model are provided, evaluated numerically, and then
illustrated.
The rest of the chapter is organized as follows. In Section 2, the geometrical T-model is
presented. Based on this geometrical model, we derive a reference (simulation) model in
Section 3. In Section 4, the correlation properties of the proposed channel model are studied.
Numerical results of the correlation functions are presented in Section 5. Finally, we draw the
conclusions in Section 6.

2. The Geometrical T-junction Model

A typical propagation scenario for V2V communications at a T-junction is presented in
Fig. 1. Fixed scatterers are located on both sides of the T-junction. In order to derive the
statistical properties of the corresponding MIMO V2V channel, we first need to find a
geometrical model that describes properly the vehicular T-junction propagation environment.
This geometrical model is illustrated in Fig. 2. It takes into account double-bounce scattering
under non-line-of sight conditions. Each building is modelled by one scatterer which makes
our model extremely non-isotropic. The scatterers in the neighborhood of the transmitter MST
are denoted by ST

m (m = 1, 2, . . . , M), whereas the scatterers close to the receiver MSR are
designated by SR

n (n = 1, 2, . . . , N). The total number of scatterers near to the transmitter is
denoted by N, while the total number of scatterers near to the receiver is designated by M.
The transmitter and the receiver are moving towards the intersection point with the velocities
vT and vR, respectively. The direction of motions of the transmitter and the receiver w.r.t. the
x-axis are referred to as φT and φR, respectively. The AoD are time-variant and are denoted
by αT

m(t), while the symbol βR
n (t) stands for the AoA. The AoD and the AoA are independent

since double-bounce scattering is assumed. The transmitter and the receiver are equipped
with an antenna array encompassing MT and MR antenna elements, respectively. The antenna
element spacing at the transmitter side is denoted by δT . Analogously, the antenna element
spacing at the receiver side is referred to as δR. The tilt angle of the transmit antenna array is
denoted by γT, while γR stands for the tilt angle for the receive antenna array. The transmitter
(receiver) is located at a distance hT

1 (hR
1 ) from the left-hand side of the street and at a distance

hT
2 (hR

2 ) from the right-hand side seen in moving direction.
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Fig. 1. Typical propagation scenario for V2V communications at a T-junction.

Fig. 2. The geometrical T-Junction model for V2V communications.

3. The Reference Model

The starting point for the derivation of the reference model for the MIMO V2V channel is
the geometrical T-junction model presented in Fig. 2. For the reference model, we assume
double-bounce scattering from fixed scatterers. We distinguish between the scatterers near to
the transmitter and the scatterers close to the receiver. It can be seen from Fig. 2 that a wave
emitted from the lth transmit antenna element AT

l (l = 1, 2, . . . , MT) travels over the scatterers
ST
m and SR

n before impinging on the kth receive antenna element AR
k (k = 1, 2, . . . , MR). Using

the wave propagation model in (Pätzold et al., 2008), the complex channel gain gkl(�rT,�rR)
describing the link AT

l –AR
k of the underlying MT × MR MIMO V2V channel model can be

expressed in the present case as

gkl(�rT,�rR)=
M,N

∑
m=1,n=1

cmn e j
(

θmn(t)+�kT
m·�rT−�kR

n ·�rR−k0dmn(t)
)
. (1)
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The symbols cmn and θmn(t) stand for the the joint gain and the joint phase shift caused by the
scatterers ST

m and SR
n . The joint channel gain can be written as cmn = 1/

√
MN (Pätzold et al.,

2008). The phase shift θmn(t) is a stochastic process, as the AoD αT
m(t) and the AoA βR

n (t) are
time-variant. This is in contrast to the models proposed in (Pätzold et al., 2008) and (Zhiyi
et al., 2009), where the phase shift is a random variable. The joint phase shift can be expressed
as θmn(t) = (θm(t)+ θ′n(t))mod 2π, where mod stands for the modulo operation. The terms
θm(t) and θ′n(t) are the phase shifts associated with the scatterers ST

m and SR
n , respectively.

The second phase term in (1),�kT
m ·�rT , is caused by the movement of the transmitter. The wave

vector pointing in the propagation direction of the mth transmitted plane wave is denoted
by�kT

m, while�rT stands for the spatial translation vector of the transmitter. The scalar product
�kT

m ·�rT can be expanded as

�kT
m ·�rT = 2π f Tmax cos(αT

m(t)− φT)t (2)

where f Tmax =vT/λ denotes the maximum Doppler frequency associated with the mobility of
the transmitter. The symbol λ refers to the wavelength. The time-variant AoD αT

m(t) can be
expressed as

αT
m(t)=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

−π + g2(t) if − π ≤ αT
m(t) ≤ − π

2
g2(t) if − π

2 < αT
m(t) ≤ 0

g1(t) if 0 < αT
m(t) ≤ π

2
π + g1(t) if π

2 < αT
m(t) ≤ π

(3)

where

g1(t)=arctan
(

hT
1 tan(αT

m(t0))
hT

1 − vT(t− t0) tan(αT
m(t0))

)
(4)

g2(t)=arctan
(

hT
2 tan(αT

m(t0))
hT

2 − vT(t− t0) tan(αT
m(t0))

)
. (5)

We assume that the AoD seen from the transmitter side can be considered as constant for a
given time interval if the angular deviation does not exceed a certain threshold. For instance,
the AoD αT

m(t1) at time instant t1 and the AoD αT
m(t2) at time instant t2 are equal if the angle

difference |αT
m(t1)− αT

m(t2)| ≤ εα, with εα is a very small positive value. In this way, the AoD
αT
m(t) can be written as

αT
m(t)=αT

m,i−1 if ti−1 ≤ t < ti for i = 1, 2, . . . (6)

The term αT
m,i−1 is a constant that can be obtained from (3) by setting the time t to ti−1. The

length of the intervals [ti−1, ti) and [ti, ti+1) can be quite different for i = 1, 2, . . .. The phase
shift introduced by a scatterer is generally dependent on the direction of the outgoing wave.
Hence, a change in the AoD αT

m(t) results in a new random phase shift. Since the AoD αT
m(t)

is defined piecewise, the phase shift θm(t) is also defined piecewise as follows

θm(t)=θm,i−1 if ti−1 ≤ t < ti for i = 1, 2, . . . (7)
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where θm,0, θm,1, . . . are independent identically distributed (i.i.d.) random variables
uniformly distributed over [0, 2π).
The third phase term in (1), �kR

n ·�rR, is associated with the movement of the receiver. The
symbol�kR

n stands for the wave vector pointing in the propagation direction of the nth received
plane wave, while �rR represents the spatial translation vector of the receiver. The scalar
product�kR

n ·�rR can be expanded as

�kR
n ·�rR = −2π f Rmax cos(βR

n (t)− φR)t (8)

where f Rmax =vR/λ denotes the maximum Doppler frequency caused by the receiver
movement. Using the geometrical T-junction model shown in Fig. 2, the time-variant AoA
βR
n (t) can be expressed as

βR
n (t)=

⎧⎪⎨
⎪⎩
−π + g3(t) if − π ≤ βR

n (t) ≤ − π
2

g4(t) if − π
2 < βR

n (t) ≤ π
2

π + g3(t) if π
2 < βR

n (t) ≤ π

(9)

where

g3(t)=arctan
(

hR
2 tan(βR

n (t0))− vR(t− t0)
hR

2

)
(10)

g4(t)=arctan
(

hR
1 tan(βR

n (t0))− vR(t− t0)
hR

1

)
. (11)

We assume that the AoA seen from the receiver side can be considered as constant for a given
time interval if the angular deviation does not exceed a certain threshold. For instance, the
AoA βR

n (t′1) at time instant t′1 and the AoA βR
n (t′2) at time instant t′2 are equal if the angle

difference |βR
n (t′1)− βR

n (t′2)| ≤ εα. In this way, the AoA βR
n (t) can be written as

βR
n (t)=βR

n,j−1 if t′j−1 ≤ t < t′j for j = 1, 2, . . . (12)

The term βR
n,j−1 is a constant that can be obtained from (9) by setting the time t to t′j−1. The

length of the intervals [t′j−1, t′j) and [t′j, t
′
j+1) can be quite different for j = 1, 2, . . .. The phase

shift introduced by a scatterer is generally dependent on the direction of the incoming wave.
Hence, a change in the AoA βR

n (t) results in a new random phase shift. Since the AoA βR
n (t)

is defined piecewise, the phase shift θ′n(t) is also defined piecewise as follows

θ′n(t)=θ′n,j−1 if t′j−1 ≤ t < t′j for j = 1, 2, . . . (13)

where θ′n,0, θ′n,1, . . . are i.i.d. random variables uniformly distributed over [0, 2π).
After substituting (2) and (8) in (1), the complex channel gain gkl(t) can be expressed as

gkl(t) =
M,N

∑
m,n=1

aT
m bR

n cTR
mn√

MN
e j
(

2π( f T
m+ f R

n )t+θmn(t)
)

(14)
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where

aT
m = e jπ δT

λ (MT−2l+1) cos(αT
m(t)−γT) (15)

bR
n = e jπ δR

λ
(MR−2k+1) cos(βR

n (t)−γR) (16)

cTR
mn = e−j 2π

λ

(
DT

m(t)+Dmn+DR
n (t)

)
(17)

f Tm = f Tmax cos(αT
m(t)− φT) (18)

f Rn = f Rmax cos(βR
n (t)− φR). (19)

with DT
m(t) denoting the distance from the transmitter to the scatterer ST

m. The term Dmn
represents the distance between the scatterers ST

m and SR
n ,while DR

n (t) corresponds to the
distance from the receiver to the scatterer SR

n , as shown in Fig. 2.

4. Correlation Properties

For wide-sense stationary processes, the temporal ACF depends only on the time difference τ.
However, for non-stationary processes, the temporal ACF does not only depend on the time
difference τ, but also on the time t. Due to its time dependance, the ACF of non-stationary
processes is called local ACF (Cohen, 1989). Several definitions for the local ACF have been
proposed in literature. In this paper, we utilize the definition of the local ACF proposed by
Wigner (Cohen, 1989), which is given by

rgkl (t, τ) := E{gkl(t + τ/2)g∗kl(t− τ/2)} (20)

where (·)∗ denotes the complex conjugation and E{·} stands for the expectation operator. By
applying the expectation operator on the i.i.d. random variables θm,i (i = 0, 1, . . .) and θ′n,j
(j = 0, 1, . . .) and exploiting their independence, we can express the local ACF as

rgkl (t, τ) = rTgkl
(t, τ) · rRgkl

(t, τ). (21)

where

rTgkl
(t, τ)=

1
M

M

∑
m=1

e
j2π

(
f T
m

(
t+ τ

2

)(
t+ τ

2

)
− f T

m

(
t− τ

2

)(
t− τ

2

))
(22)

rRgkl
(t, τ)=

1
N

N

∑
n=1

e
j2π

(
f R
n

(
t+ τ

2

)(
t+ τ

2

)
− f R

n

(
t− τ

2

)(
t− τ

2

))
. (23)

Note that the local ACF rgkl (t, τ) is written as a product of the local transmit ACF rTgkl
(t, τ)

and the local receive ACF rTgkl
(t, τ) since we assume a limited number of scatterers in the

proposed model. The expression of the local ACF is derived using the Wigner method
(Cohen, 1989). By applying the Fourier transformation on the local ACF in (21), we obtain the
Wigner time-frequency distribution. The former even though a member of the Cohen class
of distributions, suffers from the cross-term problem (Cohen, 1989). To deal with this issue, a
kernel function aiming to reduce the cross-terms need to be introduced. One of the effective
distributions in diminishing the effect of cross-terms is the Choi-Williams distribution (Choi
& Williams, 1989). Choi and Williams devised their kernel function in such a way that a
relatively large weight is given to gkl(u + τ/2)g∗kl(u− τ/2) if u is close to t. In this way, they
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emphasis the local behaviour of the channel and guarantee that the non-stationarities will not
be smeared in time and frequency. The kernel function for the Choi-Williams distribution is
given by φ(ξ, τ) = e−ξ2τ2/σ. It follows that the generalized local ACF can be expressed as
(Choi & Williams, 1989)

K(t, τ; φ) =
∫ ∞

−∞

∫ ∞

−∞
ej2πξ(u−t)φ(ξ, τ)rgkl (u, τ) du dξ

=
∫ ∞

−∞

rgkl (u, τ)√
4πτ2/σ

exp
(− (u− t)2

4τ2/σ

)
du. (24)

The generalized local ACF presented above can be used for both stationary and non-stationary
processes. Actually, if the process is stationary, the local ACF rgkl (u, τ) equals rgkl (τ). Using
(24), it turns out that the generalized local ACF for stationary processes equals the classical
ACF, i.e., K(t, τ; φ) = rgkl (τ).
For stationary processes, the power spectral density can be obtained from the Fourier
transformation of the temporal ACF. Analogously, for non-stationary processes, the
time-frequency distribution can be obtained from the generalized local ACF by applying the
Fourier transformation. The time-frequency distribution gives an insight into how the power
spectrum varies with time t. The time-frequency distribution W(t, f ; φ) can be written as

W(t, f ; φ)=
∫ ∞

−∞
K(t, τ; φ) e−j2π fτ dτ

=
∫ ∞

−∞

∫ ∞

−∞
A(ξ, τ; φ) e−j2π( fτ−tξ) dτdξ (25)

where A(ξ, τ; φ) is the ambiguity function.
The local space CCF can be expressed as

ρkl,k′l ′ (t, δT , δR)=E{gkl(t)g
∗
k′ l ′(t)}

=
1
M

M

∑
m=1

e−j2π
δT
λ (l−l ′) cos(αT

m(t)−γT)

· 1
N

N

∑
n=1

e−j2π
δR
λ (k−k′) cos(βR

n (t)−γR)

= ρT
ll ′(t, δT) · ρR

kk′ (t, δR). (26)

In (26), the AoD αT
m(t) and the AoA βR

n (t) are given by (6) and (12), respectively. Note that the
local space CCF is written as a product of the local transmit space correlation function (CF)
ρT
ll ′ (t, δT) and the local receive space CF ρR

kk′ (t, δR).

5. Numerical Results

In this section, the analytical expressions presented in the previous section are evaluated
numerically and then illustrated. The propagation environment encompasses twelve
scatterers around the transmitter. Six scatterers are located on the left side of the transmitter
and the remaining scatterers are on the right side. The distance between two successive
scatterers is set to 20 m. We consider the same number of scatterers around the receiver. The
transmitter and the receiver have a velocity of 70 km/h and a direction of motion determined
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by φT = 0 and φR = −π/2, respectively. The transmitter and the receiver antenna tilt angles
γT and γR are equal to π/2. The street parameters are chosen as hT

1 = hT
2 = 50 m and

hR
1 = hR

2 = 50 m. The parameter εα is set to 0.1.
The absolute value of the resulting generalized local ACF K(t, τ; φ) is illustrated in Fig. 3.
From this figure, we can see that the shape of the local ACF changes for different values of t,
which is due to the non-stationarity of the channel model. If the channel model is stationary,
we would observe the same shape of the local ACF at different time instants t. The absolute
value of the time-frequency distribution, |W(t, f ; φ)|, shown in Fig. 4, is obtained from the
generalized local ACF by applying the Fourier transform w.r.t. the time lag τ. It can be seen
from this figure how the Doppler spectrum of the channel varies with time t. For the chosen
propagation scenario, it can be observed from Fig. 4 that the zero Doppler frequency has the
highest power for all time instants t. The power of the non-zero Doppler frequencies decays
for a certain period of time before increasing again. The absolute value of the local transmit
space CF |ρT

12(t, δT)| is presented in Fig. 5. It can be seen from this figure that the amplitude
of this function is more sensitive to the transmit antenna spacing δT than to the time t. The
absolute value of the local receive space CF |ρR

12(t, δR)| is illustrated in Fig. 6. For the chosen
scenario, this function decays faster than the local transmit space CF w.r.t. the antenna spacing.

0
0.05

0.1
0.15

0.2
0.25

0.3

−0.3
−0.2

−0.1
0

0.1
0.2

0.3
0

0.2

0.4

0.6

0.8

1

Time, t (s)Time separation, τ (s)

G
en

er
al

iz
ed

lo
ca

lA
C

F,
|K

(t
,τ

;φ
)|

Fig. 3. The absolute value of the generalized local ACF |K(t, τ; φ)|.

6. Conclusion

In this chapter, we have presented a non-stationary MIMO V2V channel model. Based
on the geometrical T-junction model, we have derived an expression for the time-variant
channel gain taking into account double-bounce scattering from fixed scatterers. We have
assumed a limited number of scatterers. Under this assumption, the reference model equals
the simulation model. In vehicular environments, the high speed of the communicating
vehicles results in time-variant AoD and AoA. This property is taken into account in our
channel model, which makes the model non-stationary. To study the statistical properties of
the proposed channel model, we utilized the Choi-Williams distribution. We have provided
analytical expressions of the generalized local ACF, the time-frequency distribution, and the
local space CCF. The latter can be written as a product of the local transmit space CF and
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the local receive space CF. Supported by our analysis, we can conclude that the stationarity
assumption is violated for V2V channels, especially if the mobile speed is high and the
observation interval is large. Non-stationary channel models are needed as a tool for designing
future V2V communication systems. In future work, the effect of moving scatterers on the
channel statistics will be studied.
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1. Introduction

Accurate software simulation is an important step for testing mobile communication systems.
It allows the evaluation of the system performance without the need for physical experiments.
At an early testing stage, simulations are usually done considering transmissions over
additive white Gaussian noise (AWGN) channels, which do not account for obstacles or
motion between the transmitter (Tx) and the receiver (Rx). According to the AWGN channel
model, only the thermal noise which comes from the receiver amplifiers and from many
natural sources is considered and added to the transmitted signal. This means that the
received signal is a copy of the transmitted signal embedded in Gaussian noise, whose
intensity depends on the propagation scenario (including the amplifiers of the Tx and the
Rx) and can be controlled in simulation by tuning the Gaussian process variance.
It is easy to understand that AWGN channel models do not capture the conditions of a real
radio channel where the presence of obstacles between the Tx and the Rx causes multipath
propagation and may lead to frequency selective channels. In this situation, several replicas
of the transmitted signal get to the Rx antenna with different propagation delays. If these
delays are not negligible compared to the transmission interval Ts, the attenuation caused
by the channel in the frequency-domain is not constant and a distortion is introduced1.
Moreover, if there is motion between the Tx and the Rx, the received signal may be affected
by a time-domain multiplicative distortion called fading. This happens because, being the
Rx in motion relative to the Tx, the propagation channel characteristics vary with time and
their effect can be modeled as a time-domain distortion affecting the transmitted signal. By
combining both the effects of multipath propagation and fading on a wireless transmission,
the received signal baseband equivalent r(t) may be expressed as

r(t) =
N(t)

∑
i=1

ρi(t)ejθi(t)s(t− τi(t)) + n(t) (1)

where s(t) is the transmitted signal baseband equivalent, ρi(t) and θi(t) are the time-varying
attenuation and phase shift respectively of the i-th path and n(t) is a white Gaussian process

1 Otherwise, when the propagation delays are negligible compared to the signal interval, the channel is
said to be flat.
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modeling thermal noise and noise added by the receiver amplifiers. Although in the case of
time varying channels N(t) and τi(t) are functions of the time, for the sake of simplicity, it is
common in the literature to ignore the dependence on time of the number of significant paths
and the propagation delays, that is to set N(t) = N and τi(t) = τi. Eq. (1) can be rewritten as

r(t) =
N

∑
i=1

ρi(t)ejθi(t)s(t− τi) + n(t)

=
N

∑
i=1

hi(t)s(t− τi) + n(t)

(2)

where hi(t) � ρi(t)ejθi(t). Eq. (2) represents the received signal in the case of transmission over
a frequency-selective channel.
In the case of flat multipath channels a further simplification is possible since τi � τ � Ts ∀i.
Eq. (2) can be rewritten as

r(t) =
N

∑
i=1

hi(t) · s(t− τ) + n(t). (3)

Moreover, if a large number of paths is considered i.e., N � 1, the central limit theorem can
be applied to the sum in (3) leading to

r(t) = h(t) · s(t− τ) + n(t) (4)

where h(t) = hR(t) + jhI(t) is a complex Gaussian random process.
By comparing equations (2) and (4), it is clear that the selectivity in the frequency-domain
requires the contribution of each path to be considered and that the fading process, being the
combination of N complex processes, each modeling the fading affecting the corresponding
propagation path, can not be approximated by a Gaussian random process.
As far as flat fading channels are concerned, a detailed description of the process h(t)
was derived by Clarke in 1968. According to the model of Clarke (Clarke, 1968), for a
mobile-to-fixed channel, the fading quadrature components are independent each with the
same autocorrelation function (ACF) given by (Pätzold, 2002)

RhR
(τ) = RhI

(τ) = Rh(τ) =
σ2
h

2
· J0(2π fDτ) (5)

where σ2
h is the fading power, J0(·) is the zero-order Bessel function of the first kind and fD is

the maximum Doppler frequency shift. Two other widely used statistics in channel modeling
for the statistical characterization of a fading process are the level crossing rate (LCR) and the
average fade duration (AFD) of the process. The LCR LR is defined as the expected number of
times per second that the envelope |h(t)| crosses the threshold R in the positive direction. For
Rayleigh fading, it is given as (Patel et al., 2005)

LR =
√

2π fDρe−ρ2
, (6)

where ρ = R/
√

E[|h(t)|2] (here, E[·] denotes expectation). The AFD TR is defined as the
expected value for the length of the time intervals in which the stochastic process h(t) is below
a given level R. For Rayleigh fading, it is given as (Patel et al., 2005)

TR =
eρ2 − 1√
2π fDρ

. (7)
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It is important to note that some characteristics of the fading process, like the amplitude
probability density function (PDF), can change considerably depending on the propagation
scenario. For example, when a line-of-sight path is not available it can be shown that
the complex Gaussian process h(t) in (4) has zero-mean. Consequently, the fading process
envelope PDF follows a Rayleigh distribution. Otherwise, when a line-of-sight path is
available, the Gaussian process h(t) has non-zero-mean leading to a Rician distributed
envelope. However, experience shows that often the hypotheses of the model of Clarke are
not verified and the fading severity turns out to be different from Rayleigh or Rician. In
such cases, distributions like Nakagami-m (Nakagami, 1960), Weibull (Weibull, 1951) or Hoyt
(Hoyt, 1947) match more closely with real fadings (Vehicular Technology Society Committee
on Radio Propagation, 1988).
Simulation of fading processes with Rayleigh and Rician fading envelopes has been
extensively studied e.g., the sum-of-sinusoids (SoS) method proposed in (Jakes, 1974), the
simulator based on the inverse fast Fourier Transform (IFFT) proposed in (Smith, 1975),
the filtering method presented in (Komninakis, 2003) and the simulator based on the
Karhunen-Loève (KL) expansion presented in (Petrolino et al., 2008a).
The first approach, proposed by Jakes in (Jakes, 1974) is limited to the simulation of the
Clarke’s model for which it has been developed. It is based on the representation of the
received signal as a superposition of a finite number of sinusoids having equal amplitude
and uniformly spaced angle of arrivals. Jakes’ simulator has to be considered as deterministic
(Pätzold et al., 1998), since the generated waves depend on parameters which, once chosen,
remain fixed for the duration of the simulation run. The SoS method was improved in (Pop &
Beaulieu, 2001), with the addition of random phases, with the goal of making the generated
process wide sense stationary (WSS).
The second approach, named IFFT-based method, was proposed in (Smith, 1975) and
extended in (Young & Beaulieu, 2000). With this method, in order to achieve a fading output
with the desired ACF, two real sequences of zero-mean independent Gaussian random
variables (rvs) are multiplied in the frequency-domain by the same frequency mask equal to
the square root of the power spectral density (PSD) corresponding to the desired ACF. Then,
the obtained sequences are added in quadrature and a complex IFFT is taken. Due to the
linearity of the IFFT, the output is a time-domain Gaussian sequence with the desired ACF.
The third approach is known as filtering method and resorts to digital filtering of
computer-generated independent Gaussian rvs by a filter whose magnitude frequency
response is given by the square root of the desired PSD. Due to the linearity of the filtering
operation, the filter output sequence is still Gaussian and has the desired ACF. A solution
based on the combination of an infinite impulse response (IIR) filter with a nearly ideal
interpolator is proposed in (Komninakis, 2003).
The last approach is based on the idea of expanding the complex random fading process as a
modified KL expansion. Let h(t) be a correlated zero-mean complex Gaussian random process
in 0 < t < T0 whose quadrature components are independent each showing the same ACF.
The process h(t) can be represented by the series expansion (Van Trees, 1968)

h(t) = lim
L→∞

L−1

∑
l=0

hlφl(t) (8)

where the set of functions {φl(t)}L−1
l=0 is the basis of the expansion and the {hl}L−1

l=0 are
the expansion coefficients, that is the projections of the process h(t) on the basis functions.
The representation in (8) is known as the Karhunen-Loève expansion for the process h(t)
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(Van Trees, 1968). Since h(t) is a zero-mean complex Gaussian random process and the
{φl(t)}L−1

l=0 are orthogonal, the {hl}L−1
l=0 are zero-mean, independent complex Gaussian rvs

with variances {σ2
l }L−1

l=0 . A possible expansion for the process h(t) is achieved by setting the
process h(t) correlation matrix eigenvectors and eigenvalues as the basis functions {φl(t)}L−1

l=0
and the variances {σ2

l }L−1
l=0 , respectively (Petrolino et al., 2008b). Inversely, in fading channel

simulation we need to generate a correlated random process starting from the a priori
knowledge of its ACF which is determined by the channel model being used. This can be
achieved by following the approach proposed in (Petrolino et al., 2008a), where the {φl(t)}L−1

l=0
is imposed as a complete set of exponential functions, leading to a modified KL expansion.
Due to the particular choice of the basis functions, the eigenvalues can be calculated for
l = 0, . . . , L− 1, as (Petrolino et al., 2008b, eq. (9))

σ2
l =

∫ T0/2

−T0/2
Rh(τ) cos

(
2πlτ
T0

)
dτ. (9)

This means that if we are able to calculate the integral in (9) for every l, then the process
h(t) may be synthesized by (8) using a set of L computer-generated independent zero-mean
Gaussian rvs, with variances {σ2

l }L−1
l=0 .

At this point a N-samples version h[n] of the fading process h(t) may be obtained by sampling
the interval T0 with sampling frequency fs = N/T0

h[n] =
L−1

∑
l=0

hl · ej
2π
N ln n = 0, . . . , N − 1 (10)

where the {hl}L−1
l=0 ∼ N(0, {σ2

l }L−1
l=0 ) are independent Gaussian rvs. The dimension of the

expansion basis is (Van Trees, 1968) L = 2BT0 where B is the unilateral bandwidth of the
process and T0 its duration. Since T0 = NTs, the KL expansion dimension reduces to L =
2BNTs = 2B

fs
N ≤ N, where the inequality follows from the sampling theorem. This means

that hl = 0 for l ≥ N, so it is possible to rewrite (10) as

h[n] =
N−1

∑
l=0

hl · ej
2π
N ln n = 0, . . . , N− 1 (11)

that is, h[n] is the IDFT of the sequence {hl}N−1
l=0 and may be computed efficiently using

the fast Fourier transform (FFT) algorithm. Note that simulators like (Young & Beaulieu,
2000), (Komninakis, 2003) and (Petrolino et al., 2008a) impose the desired ACF by linear
transformations of Gaussian processes. By the properties of this class of processes, the
Gaussian PDF is preserved. However, this is not the case with non-Gaussian processes.
As a consequence, such simulators can not be directly used to generate autocorrelated
non-Gaussian sequences like Nakagami-m, Weibull or Hoyt. Regarding Nakagami-m fading,
simulators have been proposed in (Beaulieu & Cheng, 2001) and (Filho et al., 2007), both of
which require already-correlated Rayleigh sequences which must be generated by existing
simulators. In (Beaulieu & Cheng, 2001), the correlated Nakagami sequence is obtained by
applying a double transformation to the Rayleigh sequence, while in (Filho et al., 2007), an
uncorrelated Nakagami sequence is rearranged according to the Rayleigh sequence ranking
in order to match the desired ACF.
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An important class of systems which have gained success in the last years are multiple-input
multiple-output (MIMO) systems. Consequently, MIMO fading channel simulators are
increasingly required by MIMO designers for system performance evaluation and assessment.
In MIMO systems, multi-element antenna arrays are used at both sides of a radio link and
the communication occurs over Nmin parallel channels, where Nmin is the minimum of the
number of Tx or Rx antennas (Gesbert et al., 2000). Due to finite antenna separation, a spatial
correlation between the channels always exists and greatly affects the link capacity of MIMO
systems (Wang, 2006). The MIMO channel spatial correlation can be described by a MN×MN
correlation matrix. This matrix can be obtained in several ways depending on the reference
model under consideration. In this chapter we will use the Kronecker Based Stochastic Model
(KBSM) (Wang, 2006). According to the KBSM model, the spatial correlation matrix SMIMO is
obtained as

SMIMO = SBS ⊗ SMS (12)

where SBS is the M×M spatial correlation matrix at the BS, SMS is the N×N spatial correlation
matrix at the MS and ⊗ stands for the Kronecker product. For the referred reasons, a MIMO
fading channel simulator must contemplate the possibility of generating random processes
cross-correlated according to a spatial correlation structure determined by the used model.
In general, the fading channel simulation can be divided in three tasks:

1. Choice of the most convenient fading channel model.

2. Generation of uncorrelated rvs with the desired PDF. This point will be discussed in
Sections 2 and 3.

3. Imposition of the desired ACF to the generated sequence without affecting the initial PDF.
This point will be analyzed in Section 4.

This chapter is organized as follows. Section 2 presents a technique for the generation
of uncorrelated arbitrary jointly distributed phase and envelope processes. The proposed
method is based on the two-dimensional extension of the Metropolis-Hastings (MH)
algorithm (Hastings, 1970; Metropolis et al., 1953). Starting from jointly Gaussian random
variate pairs, this method achieves the desired PDF by an acceptance-rejection (AR) algorithm
whose probability of acceptance is set in a convenient way.
In Section 3, the two-dimensional MH algorithm is applied to the generation of Nakagami-m
and Hoyt envelope fading processes.
Section 4 presents a method for inducing the desired correlation structure on wireless channel
simulation processes. It will be shown that it can be used for simulating both the spatial
correlation between the propagation channels for MIMO systems and the time-ACF in case of
single-input single-output (SISO) systems. The procedure is based on the method proposed by
Iman & Conover (IC) in 1982 (Iman & Conover, 1982). This method is able to induce a desired
correlation matrix on an input matrix whose columns are random vectors with independent
arbitrary marginal distributions (Petrolino & Tavares, 2010a), (Petrolino & Tavares, 2010b).
The IC method is distribution-free, which means that it preserves the marginal PDF of the
input sequences while inducing the desired correlation. This important feature enables the
generation of sequences with arbitrarily distributed PDFs and arbitrary correlation matrix.
Section 5 presents simulation results obtained by applying the IC method to the simulation
of MIMO and SISO channels. In the MIMO case the simulated spatial correlation matrices are
compared with the targets, while in the SISO case the comparison is made between the target
and the simulated time ACFs. In both cases, perfect preservation of the initial PDF is achieved.
Finally, Section 6 concludes the chapter.
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2. The Metropolis-Hastings algorithm

In this Section, we present a computational efficient and accurate method for simulating every
type of fading (e.g. Nakagami-m, Weibull, Hoyt, etc.) starting from PDFs (e.g. Gaussian or
Uniform distribution) which can be easily generated by known and efficient methods. This
method is based on the Metropolis-Hastings algorithm (Hastings, 1970; Metropolis et al., 1953)
with an AR sampling proposed by Tierney in (Tierney, 1994).
Consider now the problem of simulating a fading channel characterized by arbitrary jointly
distributed envelope and phase. For this purpose, let h(t) = x(t) + jy(t) be a complex fading
process and let h(t) = ρ(t)ejθ(t) be its representation in polar coordinates.
Two possible ways exist for generating h(t): the first is the direct generation of the envelope
and phase processes ρ(t) and θ(t) respectively, the second is generating the IQ component
processes x(t) and y(t). The first solution is attractive in the sense that the characterization
of fading channels is usually done in terms of envelope and phase PDFs. However, in
telecommunications, system testing is usually carried out by considering the transmission
of the signal IQ components over the fading channel under consideration.
Recalling that the IQ components joint PDF fXY(x, y) and the phase-envelope joint PDF
fR,θ(ρ, θ) are related by

fXY(x, y) =
fR,Θ(ρ, θ)
|J| (13)

where |J| is the Jacobian of the transformation

x = ρ cos θ, y = ρ sin θ (14)

we conclude that if we are able to generate pairs of rvs (xi, yi) following the joint PDF fXY(x, y)
in (13), then the phase-amplitude joint PDF will be the desired fR,Θ(ρ, θ). The main issue in
simulating fading processes is that usually, the distribution fXY(x, y) does not belong to any
family of well-known PDFs and can not be directly generated. Here, we propose a method
which allows the efficient generation of rvs with arbitrary distribution.

Suppose we want to generate a set of N pairs (x(i)
1 , x(i)

2 )|i=1,...,N following an arbitrary target
joint density f (·) whose analytical expression is known, and that we have pairs (y1, y2) from
a candidate-generating joint density h(·) that can be simulated by some known, inexpensive

method. After setting an arbitrary initial pair (x(0)
1 , x(0)

2 ) for initializing the algorithm, the
MH method can be summarized as follows (Chib & Greenberg, 1995):

• Repeat the following steps for i = 0, . . . , N − 1

• Generate (y1, y2) from h(·) and u from a uniform distribution u ∼ U (0, 1)

• IF u ≤ α

Set (x(i+1)
1 , x(i+1)

2 ) = (y1, y2)

• ELSE
Set (x(i+1)

1 , x(i+1)
2 ) = (x(i)

1 , x(i)
2 )

where α = α[(x(n)
1 , x(n)

2 ), (y1, y2)] is the (conditional) probability of accepting the candidate

pair (y1, y2) given that the current pair is (x(n)
1 , x(n)

2 ). This probability is usually called
probability of move (Chib & Greenberg, 1995), because it represents the probability of the process
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moving to a new state. When the MH algorithm was proposed, this probability was set to
(Tierney, 1994)

α = min

{
f (y1, y2)

f (x(i)
1 , x(i)

2 )
, 1

}
(15)

which means that the higher is the target PDF at the candidate pair, the higher is the
probability to accept it. Here we use a modified version of the MH algorithm.
This modification has been discussed in (Tierney, 1994) and it is based on the idea of
introducing an acceptance-rejection step for generating candidates for a MH algorithm.
Pairs (y1, y2) are generated from Kh(·) until a pair satisfying u < f (y1, y2), where u ∼
U{0, Kh(y1, y2)}, in obtained. The constant K is set such that f (x1, x2) ≤ Kh(x1, x2) for all
(x1, x2) and controls the acceptance rate. According to this method, only those pairs for which
the target density f (·) is high are accepted as candidates for the MH algorithm. Moreover, the
probability of move α is set as follows. Let

C = {(a, b) : f (a, b) < Kh(a, b)} (16)

be the set where Kh(a, b) dominates f (a, b). Four possible cases occur and the probability α is
set as follows (Chib & Greenberg, 1995):

• Case (a): (x(n)
1 , x(n)

2 ) ∈ C and (y1, y2) ∈ C.
In this case Kh(·) dominates f (·) for both the current and the candidate pair. This means
that with higher probability both pairs belong to Kh(·) rather than to the target PDF f (·).
In this case the algorithm always accepts the new pair i.e., α = 1;

• Case (b): (x(n)
1 , x(n)

2 ) ∈ C and (y1, y2) /∈ C.
In this case the current pair belongs with higher probability to Kh(·) rather than to f (·).
Moreover, for the candidate pair, f (·) is higher than Kh(·). This means that the probability
of belonging to the target density is higher for the candidate pair than for the current pair.
Also in this case the algorithm always accepts the new one i.e., α = 1;

• Case (c): (x(n)
1 , x(n)

2 ) /∈ C and (y1, y2) ∈ C.
The probability of belonging to f (·) is higher for the current pair than for the candidate
pair. This means that the transition to other states must be controlled. In this case the
methods sets

α =
Kh(x(n)

1 , x(n)
2 )

f (x(n)
1 , x(n)

2 )
.

Note that the higher the value of the target density f (·) at the current pair, the lower the
probability to accept the candidate pair;

• Case (d): (x(n)
1 , x(n)

2 ) /∈ C and (y1, y2) /∈ C.
Both the current and the candidate pair belong with higher probability to the target PDF
f (·) rather than to the candidate Kh(·). Also in this case the probability of move depends
on the target and the candidate densities. It is easy to understand that it must be set such
it is in general higher than in the previous case. The method in this case sets

α = min

{
f (y1, y2) · h(x(n)

1 , x(n)
2 )

f (x(n)
1 , x(n)

2 ) · h(y1, y2)
, 1

}
.

Note that the higher the product f (x(n)
1 , x(n)

2 ) · h(y1, y2), the lower the probability of move.
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Compared with the standard MH algorithm, this version of the algorithm provides a PDF
with a better match with the target distribution. This is achieved by observing that the
initial distribution support can be divided in two kind of zones, one producing good values
with higher probability than the other. It is important to note that, contrary to the standard
MH algorithm, this method will occasionally reject candidates if the process is at a pair

(x(n)
1 , x(n)

2 ) /∈ C (Tierney, 1994). By keeping the same pair for a certain number of consecutive
steps, Metropolis-based methods introduce in general correlation along the sampled series.
This can be harmful if uncorrelated processes are required. Our goal in this paper is to
generate uncorrelated fading processes with desired envelope and phase PDFs. In this way,
distribution-free algorithms can be applied to the generated pairs for imposing the desired
correlation if second order statistics specification is required. We got round this difficulty by
applying a random shuffling to the generated sequence at the end of the algorithm.

3. Simulation of uncorrelated arbitrary jointly distributed phase and envelope
processes with the MH algorithm

In this Section we will show some results obtained by applying the previously described MH
algorithm to two different propagation scenarios. We simulated the IQ components of fading
channels characterized by arbitrarily distributed envelope and phase processes. As required
by the algorithm we deduced analytical expressions of the target IQ components joint PDF
f (·) from results available in the literature. In both the following examples the candidate
pairs (y1, y2) follow the bivariate joint Gaussian PDF. They are independent Gaussian rvs
with zero-mean and the same variance σ2, so that their joint PDF reduces to the product of
their Gaussian marginal PDFs and is given by

h(y1, y2) =
1

2πσ2 exp

(
− y2

1 + y2
2

2σ2

)
. (17)

The constant K introduced in equation (16) has been adjusted by experimentation to achieve
an acceptance rate of about 50%.
A rv representing a realization of a fading process at a fixed instant of time is

C = X + jY (18)

where X and Y are rvs representing the fading process IQ components and

R =
√

X2 + Y2 Θ = tan−1(Y/X) (19)

are the envelope and the phase of C respectively. From (14), since the Jacobian is |J| = ρ, we
have that

fXY(x, y) =
fR,Θ(ρ, θ)

ρ
. (20)

3.1 Nakagami-m fading
For Nakagami-m fading, the envelope PDF is given by the well-known formula (Nakagami,
1960)

fR(ρ) =
2mmρ2m−1

ΩmΓ(m)
exp

(
−mρ2

Ω

)
, ρ ≥ 0 m >

1
2

(21)
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where Ω = E[R2] is the mean power, m = Ω2/V[R2] is the Nakagami fading parameter (V[·]
denotes variance) and Γ(·) is the Gamma function.
For independent I and Q components, the corresponding phase PDF has been obtained in
(Yacoub et al., 2005) and is given by

fΘ(θ) =
Γ(m)| sin(2θ)|m−1

2mΓ2(m/2)
, −π ≤ θ < π. (22)

Considering the envelope and the phase as independent rvs, we have

fR,Θ(ρ, θ) = fR(ρ)× fΘ(θ). (23)

The substitution of (23) into (20) leads to

fXY(x, y) =
mm| sin(2θ)|m−1ρ2m−2

2m−1ΩmΓ2(m/2)
exp

(
−mρ2

Ω

)
(24)

where ρ =
√

x2 + y2 and θ = tan−1(y/x). We applied the proposed method for the generation
of 220 pairs of rvs following (24) starting from independent jointly Gaussian rvs with zero
mean and variance σ2 = Ω/2m. The target and the simulated joint PDF are plotted in Fig. 1(a)
and 1(b) respectively. In Fig. 2(a) and 2(b) the simulated envelope and phase PDFs are plotted
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Fig. 1. Theoretical (a) and simulated (b) IQ components joint PDF for Nakagami-m fading
with m = 2 and Ω = 1.

respectively against the theoretical references. In both cases the agreement with the theory is
very good. We now show how the application of a Metropolis-based method may introduce
a (possibly not desired) correlation in the generated sequence and how this problem may be
solved by random shuffling the sampled pairs. The correlation is due to the fact that until
accepting a new candidate pair, the MH algorithm keeps the last pair as a good pair for
sampling the target density f (·). However, the comparison of figures 3(a) and 3(b) shows
that the (low) correlation introduced by the algorithm is completely canceled by the random
shuffling.
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Fig. 2. Simulated Nakagami-m envelope PDF (a) and phase PDF (b) plotted against theory for
220 generated pairs, m = 2 and Ω = 1.
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Fig. 3. Autocorrelation of the generated process in-phase component before (a) and after (b)
the random shuffling.

3.2 Hoyt fading
For Hoyt fading, the envelope PDF is given by (Hoyt, 1947)

fR(ρ) =
2ρ

Ω
√

1− b2
exp

(
− ρ2

Ω(1− b2)

)
× I0

(
bρ2

Ω(1− b2)

)
, ρ ≥ 0 (25)

where Ω = E[R2], b ∈ [−1, 1] is the Hoyt fading parameter and I0(·) is the modified Bessel
function of the first kind and zero-th order. The corresponding phase PDF is (Hoyt, 1947)

fΘ(θ) =
√

1− b2

2π(1− b cos(2θ))
, −π ≤ θ < π. (26)
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Considering also in this case independent envelope and phase processes and applying relation
(20), we obtain the IQ components target joint PDF

fXY(x, y) =
1

Ωπ(1− b cos(2θ))
exp

(
− ρ2

Ω(1− b2)

)
× I0

(
bρ2

Ω(1− b2)

)
(27)

where ρ =
√

x2 + y2 and θ = tan−1(y/x). We applied the proposed method for the generation
of 220 pairs of rvs following (27) starting from independent jointly Gaussian rvs with zero
mean and variance σ2 = Ω(1− b2)/2. The target and the simulated joint PDF are plotted in
Fig. 4(a) and 4(b) respectively.
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Fig. 4. Theoretical (a) and simulated (b) IQ components joint PDF for Hoyt fading with
b=0.25 and Ω = 1.

In Fig. 5(a) and 5(b) the simulated envelope and phase PDFs are plotted respectively against
the theoretical references. Also in this case the agreement with the theory is very good.

4. The Iman-Conover method

Let us consider a n×P matrix Xin, with each column of Xin containing n uncorrelated
arbitrarily distributed realizations of rvs. Simply stated, the Iman-Conover method is a
procedure to induce a desired correlation between the columns of Xin by rearranging the
samples in each column. Let S be the P×P symmetric positive definite target correlation
matrix. By assumption, S allows a Cholesky decomposition

S = CTC (28)

where CT is the transpose of some P×P upper triangular matrix C. Let K be a n×P matrix with
independent, zero-mean and unitary standard deviation columns. Its linear correlation matrix
Rlin(K) is given by

Rlin(K) =
1
n

KTK = I (29)

where I is the P×P identity matrix. As suggested by the authors in (Iman & Conover, 1982),
the so-called "scores matrix" K may be constructed as follows: let u = [u1 . . . un]T denote the
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Fig. 5. Simulated Hoyt envelope PDF (a) and phase PDF (b) plotted against theory for 220

generated pairs, b = 0.25 and Ω = 1.

column vector with elements ui = Φ−1( i
n+1 ), where Φ−1(· ) is the inverse function of the

standard normal distribution function, then K is formed as the concatenation of P vectors

K =
1

σu
[u v1 . . . vP−1] (30)

where σu is the standard deviation of u and the vi are random permutations of u. The
columns of K have zero-mean and unitary standard deviation by construction and the random
permutation makes them independent. Consider now the matrix

T = KC (31)

and note that, according to equations (28) and (29), T has a linear correlation matrix equal to
the target correlation matrix S:

Rlin(T) = n−1TTT = CT n−1KTK︸ ︷︷ ︸
I

C = S. (32)

The basis of the IC method is as follows: generate the matrix T as explained above and then
produce a new matrix X which is a rearranged version of Xin so that its samples have the
same ranking position of the corresponding samples of T. With reference to Fig. 6, note that
the matrix T depends on the correlation matrix we want to induce and on the "scores matrix"
K which is deterministic. So, it does not have to be evaluated during simulation runs, i.e.,
it may be computed offline. The only operation which must be executed in real time is the
generation and the rearrangement of X, which is not computationally expensive.
A scheme explaining how the rank matching between matrices T and X is carried out column
by column is shown in Fig. 7.
At this point two observations are necessary:

• The rank correlation matrix of the rearranged data Rrank(X) will match exactly Rrank(T)
and though T is constructed so that Rlin(T) = S, the rank correlation matrix Rrank(T)
is also close to S. This happens because when there are no prominent outliers, as is the

22 Vehicular Technologies: Increasing Connectivity



Fig. 6. Block diagram of the IC method.

Fig. 7. Rank matching.

case of T whose column elements are normally distributed, linear and rank correlation
coefficients are very close to each other and so Rrank(T) ≈ Rlin(T) = S. Moreover, for
WSS processes we may expect Rlin(X) ≈ Rrank(X) (Lehmann & D’Abrera, 1975) and, since
Rrank(X) = Rrank(T) ≈ Rlin(T) = S, then Rlin(X) ≈ S.

• Row-wise, the permutation resulting from the rearrangement of X appears random and
thus the n samples in any given column remain uncorrelated.

The rearrangement of the input matrix X is carried out according to a ranking matrix which is
directly derived from the desired correlation matrix and this operation does not affect the input
marginal distributions. This means that it is possible to induce arbitrary (rank) correlations
between vectors with arbitrary distributions, a fundamental task in fading channel simulation.
In the sequel we analyze the effects of the finite sample size error and its compensation.
As introduced above, the linear correlation matrix of T = KC is, by construction, equal to S.
However, due to finite sample size, a small error can be introduced in the simulation by the
non-perfect independence of the columns of K. This error can be corrected with an adjustment
proposed by the authors of this method in (Iman & Conover, 1982). Consider that E = Rlin(K)
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is the correlation matrix of K and that it allows a Cholesky decomposition E = FTF. We have
verified that for K constructed as in (30), E is generally very close to positive-definite. In some
cases however, a regularization step may be required, by adding a small δ > 0 to each element
in the main diagonal of E. This does not sacrifice accuracy because δ is very small. Following
the rationale above, if the matrix T is now constructed such that T = KF−1C, then it has
covariance matrix

1
n

TTT = CTF−T KTK︸ ︷︷ ︸
E=FTF

F−1C = CT F−TFT︸ ︷︷ ︸
I

FF−1︸ ︷︷ ︸
I

C = CTC = S (33)

as desired. In (33), the notation F−T stands for the inverse of the transpose of F. With this
adjustment, a possible error introduced by the non-perfect independence of the columns of K
is completely canceled.
With the goal of quantifying the gain obtained with this adjustment it is possible to calculate
the MSE between the output linear correlation matrix Rlin(X) and the target S with and
without the error compensation. We define the matrix D � Rlin(X)− S and the MSE as

MSE =
1

MN

M

∑
i=1

N

∑
j=1

d2
ij (34)

where dij is the element of D with row index i and column index j.

4.1 Using the Iman-Conover method for the simulation of MIMO and SISO channels
Let us consider the MIMO propagation scenario depicted in Fig. 8, with M transmitting
antennas at the Base Station (BS) and N receiving antennas at the Mobile Station (MS).
Considering all possible combinations, the MIMO channel can be subdivided into MN
subchannels. Moreover, due to multipath propagation, each subchannel is composed by L
uncorrelated paths. In general these paths are complex-valued. For simplicity we will consider
that these paths are real-valued (in-phase component only) but the generalization of the
method for complex paths is straightforward. The IC method can be used for MIMO channels
simulation by simply storing the MIMO channel samples in a n×MNL matrix Xin, where MNL
is the number of subchannels considering multipath and n is the number of samples generated
for each subchannel. The target (desired) spatial correlation coefficients of the MIMO channel
are stored in a MNL×MNL symmetric positive definite matrix SMIMO (Petrolino & Tavares,
2010a). After this, the application of the IC method to matrix Xin, will produce a new matrix
X. The columns of X contain the subchannels realizations which are spatially correlated
according to the desired correlation coefficients in SMIMO and whose PDFs are preserved.
We have also used the IC method for the simulation of SISO channels. This idea comes from
the following observation. As the final result of the IC method we have a rearranged version
of the input matrix Xin, so that its columns are correlated as desired. This means that if we
extract any row from this matrix, the samples therein are correlated according to the ACF
contained in the P ×P target correlation matrix SSISO (Petrolino & Tavares, 2010b). Note also
that for stationary processes, SSISO is Toeplitz so all rows will exhibit the same ACF.
If we consider P as the number of correlated samples to be generated with the IC method
and n as the number of uncorrelated fading realizations (often required when Monte Carlo
simulations are necessary), after the application of the IC method we obtain a n ×P matrix
X whose correlation matrix is equal to the target SSISO. Its n rows are uncorrelated and each
contains a P-samples fading sequence with the desired ACF. These n columns can be extracted
and used for Monte Carlo simulation of SISO channels.
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5. Simulation of MIMO and SISO channels with the IC method

In this Section we present results obtained by applying the IC method to the simulation of
different MIMO and SISO channels 2. The MH candidate pairs are jointly Gaussian distributed
with zero mean and a variance which is set depending on the target density. The constant K
introduced in equation (16) has been adjusted by experimentation to achieve an acceptance
rate of about 50%.

5.1 Simulation of a 2×1 MIMO channel affected by Rayleigh fading
Let us first consider a scenario with M = 2 antennas at the BS and N = 1 antennas at the MS.
For both subchannels, multipath propagation exists but, for simplicity, the presence of only
2 paths per subchannel (L = 2) is considered. This means that the channel matrix X is n×4,
where n is the number of generated samples. Equi-spaced antenna elements are considered at
both ends with half a wavelength element spacing. We consider the case of no local scatterers
close to the BS as usually happens in typical urban environments and the power azimuth
spectrum (PAS) following a Laplacian distribution with a mean azimuth spread (AS) of 10◦ .
Given these conditions, an analytical expression for the spatial correlation at the BS is given
in (Pedersen et al., 1998, eq.12), which leads to

SBS =
[

1 0.874
0.874 1

]
. (35)

Since N = 1, the correlation matrix collapses into an autocorrelation coefficient at the MS, i.e.,

SMS = 1. (36)

2 In the following examples, the initial uncorrelated Nakagami-m, Weibull and Hoyt rvs have been
generated using the MH algorithm described in Sections 2 and 3.
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Remembering that SMIMO = SBS ⊗ SMS, we have an initial correlation matrix

SMIMO =
[

1 0.874
0.874 1

]
. (37)

Equation (37) represents the spatial correlation existing between the subchannel paths at any
time delay. If we remember that in this example we are considering L = 2 paths for each
subchannel, recalling that non-zero correlation coefficients exist only between paths which
are referred to the same path delay, we obtain the final zero-padded spatial correlation matrix
SMIMO as

SMIMO =

⎡
⎢⎢⎣

1 0.874 0 0
0.874 1 0 0

0 0 1 0.874
0 0 0.874 1

⎤
⎥⎥⎦ . (38)

As is done in most studies (Gesbert et al., 2000), the subchannel samples are considered as
realizations of uncorrelated Gaussian rvs. In the following examples a sample length of n =
100000 samples has been chosen. Since very low values of the MSE in (34) are achieved for
large n, simulations have been run without implementing the error compensation discussed
in the previous Section. The simulated spatial correlation matrix ŜMIMO is

ŜMIMO =

⎡
⎢⎢⎣

1.0000 0.8740 −0.0000 −0.0001
0.8740 1.0000 −0.0000 −0.0001
−0.0000 −0.0000 1.0000 0.8740
−0.0001 −0.0001 0.8740 1.0000

⎤
⎥⎥⎦ . (39)

The comparison between (38) and (39) demonstrates the accuracy of the proposed method.
The element-wise absolute difference between ŜMIMO and SMIMO is of the order of 10−4.

5.2 Simulation of a 2×3 MIMO channel affected by Rayleigh, Weibull and Nakagami-m fading
We now present a set of results to show that the IC method is distribution-free, which means
that the subchannels marginal PDFs are preserved. For this reason we simulate a single-path
(L = 1) 2× 3 MIMO system and consider that the subchannel envelopes arriving at the first Rx
antenna are Rayleigh, those getting the second antenna are Weibull distributed with a fading
severity parameter β = 1.5 (fading more severe than Rayleigh) and finally those arriving at
the third one are Nakagami-m distributed with m = 3 (fading less severe than Rayleigh). In
the first two cases the phases are considered uniform in [0, 2π), while in the case of Nakagami
envelope, the corresponding phase distribution (Yacoub et al., 2005, eq. 3) is also considered.
For the sake of simplicity, from now on only the real part of the processes are considered. Being
the real and imaginary parts of the considered processes equally distributed, the extension of
this example to the imaginary components is straightforward. The Rayleigh envelope and
uniform phase leads to a Gaussian distributed in-phase component3 fXr(xr) for subchannels
H1,1 and H2,1. The in-phase component PDF fXw(xw) of subchannels H1,2 and H2,2 has been
obtained by transformation of the envelope and phase rvs into their corresponding in-phase
and quadrature (IQ) components rvs. It is given by

fXw(xw) =
∫ ∞

−∞
fXwYw(xw, yw)dyw (40)

3 In the following, the subscripts r, w and n refer to the fading distribution (Rayleigh, Weibull and
Nakagami-m) in the respective subchannels.
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where

fXwYw
(xw , yw) =

β

2πΩw
(x2

w + y2
w)

β−2
2 exp

(
− (x2

w + y2
w)

β
2

Ωw

)
(41)

is the IQ components joint PDF obtained considering a Weibull distributed envelope and
uniform phase in [0, 2π] and where Ωw is the average fading power. Finally, the in-phase
PDF fXn(xn) for subchannels H1,3 and H2,3 is obtained by integrating the IQ joint PDF
corresponding to the Nakagami-m fading. It has been deduced by transformation of the
envelope and phase rvs, whose PDFs are known (Yacoub et al., 2005), into their corresponding
IQ components rvs. It is given by

fXnYn(xn, yn) =
mm| sin(2θ)|m−1ρ2m−2

2m−1Ωm
n Γ2(m/2)

exp
(
−mρ2

Ωn

)
(42)

where ρ =
√

x2
n + y2

n, θ = tan−1(yn/xn), Γ(·) is the Gamma function and Ωn is the average
fading power. At the BS, the same conditions of the previous examples are considered, except
for the antenna separation which in this case is chosen to be one wavelength. Given these
conditions, the spatial correlation matrix at the BS is

SBS =
[

1 0.626
0.626 1

]
. (43)

Note that, due to the larger antenna separation, the spatial correlation between the antennas
at the BS is lower than in the previous examples, where a separation of half a wavelength
has been considered. Also at the MS, low correlation coefficients between the antennas are
considered. This choice is made with the goal of making this scenario (with three different
distributions) more realistic. Hence, we assume

SMS =

⎡
⎣ 1 0.20 0.10

0.20 1 0.20
0.10 0.20 1

⎤
⎦ . (44)

It follows that
SMIMO =⎡
⎢⎢⎢⎢⎢⎢⎣

1 0.2000 0.1000 0.6268 0.1254 0.0627
0.2000 10.2000 0.1254 0.6268 0.1254
0.1000 0.2000 1 0.0627 0.1254 0.6268
0.6268 0.1254 0.0627 1 0.2000 0.1000
0.1254 0.6268 0.1254 0.2000 1 0.2000
0.0627 0.1254 0.6268 0.1000 0.2000 1

⎤
⎥⎥⎥⎥⎥⎥⎦

.
(45)

The simulated correlation matrix is

ŜMIMO =⎡
⎢⎢⎢⎢⎢⎢⎣

1.0000 0.1974 0.0995 0.6268 0.1238 0.0623
0.1974 1.0000 0.1961 0.1240 0.6144 0.1229
0.0995 0.1961 1.0000 0.0623 0.1227 0.6209
0.6268 0.1240 0.0623 1.0000 0.1973 0.0994
0.1238 0.6144 0.1227 0.1973 1.0000 0.1956
0.0623 0.1229 0.6209 0.0994 0.1956 1.0000

⎤
⎥⎥⎥⎥⎥⎥⎦

.
(46)
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Also in this case the simulated spatial correlation matrix provides an excellent agreement with
the target correlation as is seen from the comparison between (45) and (46). Figs. 9, 10 and
11 demonstrate that the application of the proposed method does not affect the subchannels
PDF. After the simulation run the agreement between the theoretical marginal distribution
(evaluated analytically) and the generated samples histogram is excellent.
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Fig. 9. PDF of the in-phase component for subchannels H1,1 and H2,1 affected by Rayleigh
fading after the application of the method, plotted against the theoretical reference.
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Fig. 10. PDF of the in-phase component for subchannels H1,2 and H2,2 affected by Weibull
(β = 1.5) fading after the application of the method, plotted against the theoretical reference.

5.3 SISO fading channel simulation with the IC method
The use of non-Rayleigh envelope fading PDFs has been gaining considerable success and
acceptance in the last years. Experience has indeed shown that the Rayleigh distribution
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Fig. 11. PDF of the in-phase component for subchannels H1,3 and H2,3 affected by
Nakagami-m (m = 3) fading after the application of the method, plotted against the
theoretical reference.

shows a good matching with real fadings only in particular cases of fading severity. More
general distributions (e.g., the Nakagami-m and Weibull) allow a convenient channel severity
to be set simply by tuning one parameter and are advisable for modeling a larger class of
fading envelopes. As reported in the Introduction, in the case of Rayleigh fading, according to
the model of Clarke, the fading process h(t) is modeled as a complex Gaussian process with
independent real and imaginary parts hR(t) and hI(t) respectively. In the case of isotropic
scattering and omni-directional receiving antennas, the normalized ACF of the quadrature
components is given by (5). An expression for the normalized ACF of the Rayleigh envelope

process r(t) =
√

h2
R(t) + h2

I (t) can be found in (Jakes, 1974). It is given by

Rr(τ) =2 F1

[
− 1

2
, − 1

2
; 1; J2

0 (2π fDτ)
]

(47)

where 2F1(·, ·; ·; ·) is a Gauss hypergeometric function.
In this Section we present the results obtained by using the IC method for the direct simulation
of correlated Nakagami-m and Weibull envelope sequences (Petrolino & Tavares, 2010b). In
particular, the simulation problem has been approached as follows: uncorrelated envelope
fading sequences have been generated with the MH algorithm and the IC method has been
afterwards applied to the uncorrelated sequences with the goal of imposing the desired
correlation structure, derived from existing channel models. Since the offline part of the IC
method has been discussed in the previous Section, here we present the online part for the
simulation of SISO channels. So, from now on, we consider that a matrix Trank, containing the
ranking positions of the matrix T has been previously computed and is available. Recalling
the results of Section 4, there are only two operations that must be executed during the online
simulation run:

1. Generate the n× P input matrix Xin containing nP uncorrelated rvs with the desired PDF.
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2. Create matrix X which is a rearranged version of Xin according to the ranks contained in
Trank to get the desired ACF.

Each of the n rows of X represents an P-samples fading sequence which can be used for
channel simulation.

5.3.1 Simulation of a SISO channel affected by Nakagami-m fading
In 1960, M. Nakagami proposed a PDF which models well the signal amplitude fading in a
large range of propagation scenarios. A rv RN is Nakagami-m distributed if its PDF follows
the distribution (Nakagami, 1960)

fRN (r) =
2mmr2m−1

Γ(m)Ωm exp
(
−mr2

Ω

)
, r ≥ 0, m >

1
2

(48)

where Γ(·) is the gamma function, Ω = E[R2
N ] is the mean power and

m = Ω2/(R2
N −Ω)2 ≥ 1

2 is the Nakagami-m fading parameter which controls the depth of
the fading amplitude.
For m = 1 the Nakagami model coincides with the Rayleigh model, while values of m < 1
correspond to more severe fading than Rayleigh and values of m > 1 to less severe fading
than Rayleigh. The Nakagami-m envelope ACF is found as (Filho et al., 2007)

RRN (τ) =
ΩΓ2(m + 1

2 )
mΓ2(m) 2F1

[
− 1

2
, − 1

2
; m; ρ(τ)

]
(49)

where ρ(τ) is an autocorrelation coefficient (ACC) which depends on the propagation
scenario. In this example and without loss of generality, we consider the isotropic scenario
with uniform distributed waves angles of arrival for which ρ(τ) = J2

0 (2π fDτ). With the goal
of reducing the simulation error induced by the finiteness of the sample size n, the simulated
ACF has been evaluated on all the n rows of the rearranged matrix X and finally the arithmetic
mean has been taken. Fig. 12 shows the results of the application of the proposed method to
the generation of correlated Nakagami-m envelope sequences. As is seen, the simulated ACF
matches the theoretical reference very well.

5.3.2 Simulation of a SISO channel affected by Weibull fading
The Weibull distribution is one of the most used PDFs for modeling the amplitude variations
of the fading processes. Indeed, field trials show that when the number of radio wave paths is
limited the variation in received signal amplitude frequently follows the Weibull distribution
(Shepherd, 1977). The Weibull PDF for a rv RW is given by (Sagias et al., 2004)

fRW (r) =
βrβ−1

Ω
exp

(
− rβ

Ω

)
r, β ≥ 0 (50)

where E[rβ] = Ω and β is the fading severity parameter. As the value of β increases, the
severity of the fading decreases, while for the special case of β = 2 the Weibull PDF reduces
to the Rayleigh PDF (Sagias et al., 2004).
The Weibull envelope ACF has been obtained in (Yacoub et al., 2005) and validated by field
trials in (Dias et al., 2005). Considering again an isotropic scenario as was done in the case of
Nakagami fading, it is given by
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Fig. 12. Normalized linear ACF of the simulated Nakagami-m fading process plotted against
the theoretical normalized ACF for m = 1.5, normalized Doppler frequency fD = 0.05,
n = 10000 realizations and P = 210 samples.
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Fig. 13. Normalized linear ACF of the simulated Weibull fading process plotted against the
theoretical normalized ACF for β = 2.5, normalized Doppler frequency fD = 0.05, n = 10000
realizations and P = 210 samples.

RRW (τ) = Ω2/βΓ2
(

1 +
1
β

)
2F1

[
− 1

β
,− 1

β
; 1; J2

0 (2π fDτ)
]

. (51)

Also in this example an isotropic scenario with uniform distributed waves angles of arrival
is considered. The simulated ACF has been evaluated on all the n rows of the rearranged
matrix X and finally the arithmetic mean has been taken. Fig. 13 shows the results of
the application of the proposed method to the generation of correlated Weibull envelope
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Fig. 14. Average row crosscorrelation of the simulated Weibull fading process for β = 2.5,
normalized Doppler frequency fD = 0.05, n = 1000 realizations and P = 210 samples.

sequences. The simulated ACF matches the theoretical reference quite well. Fig. 14 plots the
average row crosscorrelation obtained from a simulation run of a Weibull fading process
with autocorrelation (51), for n = 1000 realizations and P = 210 samples. As is seen, the
crosscorrelation between rows is quite small (note the scale). This means that the n realizations
produced by the method are statistically uncorrelated, as is required for channel simulation.

6. Conclusions

In this chapter, we presented a SISO and MIMO fading channel simulator based on the
Iman-Conover (IC) method (Iman & Conover, 1982). The method allows the simulation of
radio channels affected by arbitrarily distributed fadings. The method is distribution-free and
is able to induce any desired spatial correlation matrix in case of MIMO simulations (Petrolino
& Tavares, 2010a) and any time ACF in case of SISO channels (Petrolino & Tavares, 2010b),
while preserving the initial PDF of the samples. The proposed method has been applied in
different MIMO and SISO scenarios and has been shown to provide excellent results. We
have also presented a simulator for Gaussian-based fading processes, like Rayleigh and Rician
fading. These simulators are based on the Karhunen-Loève expansion and have been applied
to the simulation of mobile-to-fixed (Petrolino et al., 2008a) and mobile-to-mobile (Petrolino
et al., 2008b) fading channels. Moreover a technique for generating uncorrelated arbitrarily
distributed sequences has been developed with the goal of combining it with the IC method.
This technique is based on the Metropolis-Hastings algorithm (Hastings, 1970; Metropolis
et al., 1953) and allows the application of the IC method to a larger class of fadings.

7. References

Beaulieu, N. & Cheng, C. (2001). An efficient procedure for Nakagami-m fading simulation,
Global Telecommunications Conf., 2001. GLOBECOM ’01. IEEE, Vol. 6, pp. 3336–3342.

Chib, S. & Greenberg, E. (1995). Understanding the Metropolis-Hastings algorithm, The
American Statistician 49(4): 327–335.

32 Vehicular Technologies: Increasing Connectivity



Clarke, R. H. (1968). A statistical theory of mobile-radio reception, Bell Systems Tech. Jou.
47(6): 957–1000.

Dias, U., Fraidenraich, G. & Yacoub, M. (2005). On the Weibull autocorrelation function:
field trials and validation, Microwave and Optoelectronics, 2005 SBMO/IEEE MTT-S
International Conference on, pp. 505–507.

Filho, J., Yacoub, M. & Fraidenraich, G. (2007). A simple accurate method for generating
autocorrelated Nakagami-m envelope sequences, IEEE Comm. Lett. 11(3): 231–233.

Gesbert, D., Bolcskei, H., Gore, D. & Paulraj, A. (2000). MIMO wireless channels: capacity and
performance prediction, Global Telecommunications Conference, 2000. GLOBECOM ’00.
IEEE, Vol. 2, pp. 1083–1088.

Hastings, W. K. (1970). Monte Carlo sampling methods using Markov chains and their
applications, Biometrika 57(1): 97–109.

Hoyt, R. (1947). Probability functions for the modulus and angle of the normal complex
variate, Bell System Technical Journal 26: 318–359.

Iman, R. & Conover, W. (1982). A distribution-free approach to inducing rank correlation
among input variables, Communications in Statistics-Simulation and Computation
11: 311–334.

Jakes, W. C. (1974). Microwave Mobile Communications, John Wiley & Sons, New York.
Komninakis, C. (2003). A fast and accurate Rayleigh fading simulator, Global

Telecommunications Conference, 2003. GLOBECOM ’03. IEEE 6: 3306–3310.
Lehmann, E. L. & D’Abrera, H. J. M. (1975). Nonparametrics: Statistical Methods Based on Ranks,

McGraw-Hill, New York.
Metropolis, N., Rosenbluth, A. W., Rosenbluth, M. N., Teller, A. H. & Teller, E. (1953). Equation

of state calculations by fast computing machines, The Journal of Chemical Physics
21(6): 1087–1092.

Nakagami, N. (1960). The m-distribution, a general formula for intensity distribution of rapid
fading, in W. G. Hoffman (ed.), Statistical Methods in Radio Wave Propagation, Oxford,
England: Pergamon.

Patel, C., Stuber, G. & Pratt, T. (2005). Simulation of Rayleigh-faded mobile-to-mobile
communication channels, IEEE Trans. on Comm. 53(11): 1876–1884.

Pätzold, M. (2002). Mobile Fading Channels, John Wiley & Sons, New York.
Pätzold, M., Killat, U., Laue, F. & Li, Y. (1998). On the statistical properties of

deterministic simulation models for mobile fading channels, IEEE Trans. on Veh. Tech.
47(1): 254–269.

Pedersen, K., Mogensen, P. & Fleury, B. (1998). Spatial channel characteristics in outdoor
environments and their impact on BS antenna system performance, IEEE 48th
Vehicular Technology Conference, 1998. VTC 98, Vol. 2, pp. 719–723.

Petrolino, A., Gomes, J. & Tavares, G. (2008a). A fading channel simulator based on a modified
Karhunen-Loève expansion, Radio and Wireless Symposium, 2008 IEEE, Orlando (FL),
USA, pp. 101 –104.

Petrolino, A., Gomes, J. & Tavares, G. (2008b). A mobile-to-mobile fading channel simulator
based on an orthogonal expansion, IEEE 67th Vehicular Technology Conference:
VTC2008-Spring, Marina Bay, Singapore, pp. 366 –370.

Petrolino, A. & Tavares, G. (2010a). Inducing spatial correlation on MIMO channels:
a distribution-free efficient technique, IEEE 71st Vehicular Technology Conference:
VTC2010-Spring, Taipei, Taiwan, pp. 1–5.

33Simulation of SISO and MIMO Multipath Fading Channels



Petrolino, A. & Tavares, G. (2010b). A simple method for the simulation of autocorrelated
and arbitrarily distributed envelope fading processes, IEEE International Workshop on
Signal Processing Advances in Wireless Communications., Marrakech, Morocco.

Pop, M. & Beaulieu, N. (2001). Limitations of sum-of-sinusoids fading channel simulators,
IEEE Trans. on Comm. 49(4): 699–708.

Sagias, N., Zogas, D., Karagiannidis, G. & Tombras, G. (2004). Channel capacity and
second-order statistics in Weibull fading, IEEE Comm. Lett. 8(6): 377–379.

Shepherd, N. (1977). Radio wave loss deviation and shadow loss at 900 MHz, IEEE Trans. on
Veh. Tech. 26(4): 309–313.

Smith, J. I. (1975). A computer generated multipath fading simulation for mobile radio, IEEE
Trans. on Veh. Tech. 24(3): 39–40.

Tierney, L. (1994). Markov chains for exploring posterior distributions, Annals of Statistics
22(4): 1701–1728.

Van Trees, H. L. (1968). Detection, Estimation, and Modulation Theory - Part I, Wiley, New York.
Vehicular Technology Society Committee on Radio Propagation (1988). Coverage prediction

for mobile radio systems operating in the 800/900 MHz frequency range, IEEE Trans.
on Veh. Tech. 37(1): 3–72.

Wang, C. (2006). Modeling MIMO fading channels: Background, comparison and
some progress, Communications, Circuits and Systems Proceedings, 2006 International
Conference on, Vol. 2, pp. 664–669.

Weibull, W. (1951). A statistical distribution function of wide applicability, ASME Jou. of
Applied Mechanics, Trans. of the American Society of Mechanical Engineers 18(3): 293–297.

Yacoub, M., Fraidenraich, G. & Santos Filho, J. (2005). Nakagami-m phase-envelope joint
distribution, Electr. Lett. 41(5): 259–261.

Young, D. & Beaulieu, N. (2000). The generation of correlated Rayleigh random variates by
inverse discrete Fourier transform, IEEE Trans. on Comm. 48(7): 1114–1127.

34 Vehicular Technologies: Increasing Connectivity



3 

User Scheduling and Partner Selection for 
Multiplexing-based Distributed MIMO 

Uplink Transmission 
Ping-Heng Kuo and Pang-An Ting 

Information and Communication Laboratories, 
Industrial Technology Research Institute (ITRI), Hsinchu  

Taiwan 

1. Introduction  
During the last decade, multiple-input multiple-output (MIMO) systems, where both the 
transmitter and receiver are equipped with multiple antennas, have been verified to be a 
very promising technique to break the throughput bottleneck in future wireless 
communication networks. Based on countless results of analysis and field measurements 
that have been undertaken by many researchers around the world, it is indubitable that 
MIMO transceiver schemes can significantly improve the system performance. Some well-
known standards for next-generation wireless broadband, including 3GPP Long Term 
Evolution (LTE) and IEEE 802.16 (WiMAX), adopt MIMO as a key feature of the physical 
layer. For instance, the standard of IEEE 802.16e supports three possible options of advanced 
antenna systems (AAS), namely transmit diversity (TD), beamforming (BF), and spatial 
multiplexing (SM). The extensions of these multi-antenna techniques are also envisaged in 
future standards such as IEEE 802.16m and LTE-A. 
The potential benefits of MIMO systems are mainly attributed to the multiplexing/diversity 
gains provided by multiple antenna elements. With spatial multiplexing, multiple 
independent data streams are transmitted in a single time/frequency resource allocation, so 
spectral efficiency is thereby increased. In practice, it may be difficult, if not impossible, to 
equip multiple antenna elements at mobile stations (MS) due to their small physical sizes. In 
such cases, concurrent transmission of multiple data streams is not feasible, as the maximum 
number of data streams is limited by ( , )t rm min M M= , where tM and rM are the number of 
antennas at the transmitter and receiver, respectively. Furthermore, even if multiple antenna 
elements can be installed on a small mobile device, multiple closely-packed antennas may 
result in high spatial fading correlation, which theoretically leads to a reduced-rank channel 
and therefore degrades the performance of spatial multiplexing [Shiu et al., 2000].  
In correspondence, the concept of distributed MIMO communications has emerged, which has 
received considerable attention from both academia and industry in recent years. By 
treating multiple distributed nodes as a single entity, each node can emulate a portion of a 
virtual antenna array, and the advantages of MIMO techniques can therefore be exploited 
with appropriate protocols. A common example of distributed MIMO is collaborative 
spatial multiplexing (CSM), which enhances system capacity by allowing multiple separate 
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users within a cell to send their uplink signals in the same time-frequency resource unit 
[Balachandran et al., 2009]. In this case, each user is virtually tantamount to a portion of the 
transmit antenna array of a point-to-point SM-based MIMO system. On the other hand, 
some other distributed MIMO topologies may involve the operations of data relaying; for 
instance, in cooperative relaying, each of the nodes may need to receive and then forward 
the messages on behalf of other users. The baseline configuration of a cooperative scheme 
encompasses three main roles, namely source (S), relay (R), and destination (D). 
Furthermore, the conventional half-duplex (all nodes are unable to transmit and receive 
simultaneously) cooperative transmission procedure is consisted of two phases. In the first 
phase (Phase 1), the relay obtains messages from the source. In the second phase (Phase 2), 
the relay forwards the data it has received during Phase 1 to the destination to complete the 
transmission. 
This chapter considers user scheduling and partner selection problems for CSM and 
cooperative relaying spatial multiplexing (CRSM) respectively. For CSM-based uplink 
schemes, we assume it allows 2uN =  users to transmit data simultaneously, so the base 
station (BS) needs to select two out of U users in each signalling interval. If the BS possesses 
the channel state information (CSI) of all users, it can perform channel-dependent scheduling 
by assessing certain quality metrics of the prevailing channel condition. Since CSM creates a 
virtual MIMO channel in the uplink, some intrinsic MIMO channel metrics may be 
employed for scheduling. One of the conventional scheduling algorithms is to choose the 
user pair with the highest capacity in order to maximize the system throughput [Wang et al., 
2008]. This, however, may not be the best solution for CSM, because the resultant MIMO 
channel structure may not be spatial multiplexing-preferred in terms of the error performance 
even if it maximizes the channel capacity. Additionally, a scheduler that always selects the 
user pair with the highest capacity may not be able to give an acceptable fairness 
performance, especially in low mobility scenarios (such as indoor applications) where the 
channels of most users do not change rapidly. 
Not many papers have appeared to examine scheduling strategies for CSM in spite of their 
importance. The authors of [Lee & Lee, 2008] have developed a scheduler for CSM based on 
antenna correlations at the BS. In this chapter, the problem is studied from a different 
perspective. We reasonably presume that the antenna spacings at the BS are large enough so 
the spatial correlation is negligible. An objective of this work is to scrutinize different 
scheduling modes and selection metrics for CSM, in terms of their search complexity, error 
performance, and fairness. Recently, we became aware that [Wang et al., 2008] has the 
similar goal. Nonetheless, [Wang et al., 2008] only considers Semi Round Robin user pairing 
mode (which will also be discussed subsequently in this chapter), while our study further 
examines some other user pairing modes of MIMO channel metric-dependent scheduling 
for CSM. 
Most of the early developments in the context of cooperative relaying communications are 
aimed to provide higher spatial diversity gain [Laneman et al., 2004]. Due to the fact that the 
destination node in an uplink scenario (the base station) usually possesses multiple 
antennas, the extensions to cooperative spatial multiplexing have also appeared in the 
literature to achieve higher spectral efficiency [Kim & Cherukuri, 2005]. In CRSM, the source 
node first shares a portion of the data with the relay node in Phase 1, and then distinct data 
portions are jointly transmitted by the source and the relays to the destination in Phase 2. In 
general, the number of available spatial links in the MIMO channel is limited by the number 
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of antennas at transmitter. Analogously, it refers to the number of relays that cooperates 
with the source in CRSM. When the user population is dense, the number of potential relay 
candidates is likely to exceed the number of relays required for cooperation. Additionally, 
cooperation with too many relays may jeopardize the availability of system resources. 
Hence, a recruitment process is needed to select active relays from all potential candidates. 
Apparently, how the active relays are chosen would affect the overall system performance. 
The issues of relay selection have been studied extensively (for examples, [Norsratinia & 
Hunter, 2007] and references therein) for cooperative diversity schemes, and the relevant 
research on CRSM is relatively sparse in existing literature.  
From the discussions above, it is apparent that both user-scheduling for CSM and partner 
recruitment for CRSM need a MIMO channel-related selection metric. Thus, the main 
objective of this chapter is to develop a selection metric that can be applied to both CSM and 
CRSM. To be specific, the proposed metric is developed based on the condition number of 
the virtual MIMO channel, the magnitude of which could be employed to determine 
whether the MIMO channel is suitable for spatial multiplexing operation. 
This chapter is organized as following. The channel model of a CSM system is elaborated in 
the next section. We review, as well as propose, several different user pairing modes and 
selection metrics in Section 3 and 4. Then, in Section 5, the proposed user selection criterion 
is further applied to design a partner recruitment algorithm for CRSM. The simulation-
based investigation results are presented in Section 6, and a concise conclusion is drawn in 
Section 7. 

2. System model for collaborative spatial multiplexing 

This chapter firstly consider a CSM uplink transmission scenario, where 2rM ≥  antennas 
are installed at the BS for reception, while each of the U users is equipped with 1tM =  
antenna. For sake of convenience, we postulate the number of users that intend to transmit 
with CSM, U , is always an even number. In each signalling interval, 2uN = out of U  users 
are scheduled to transmit data simultaneously in the same time-frequency resource unit via 
CSM, as illustrated in Fig. 1. The channel vector of the thu user can be written as: 
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where ,i uh  is the fading coefficient between the thi  antenna of the BS and the thu  user. All 
fading coefficients are modelled as complex Gaussian random variables with zero-mean 
(Rayleigh fading) and unit variance. We assume that the BS has acquired the full channel 
state information (CSI) of every user through pilot signals. As mentioned previously, it is 
reasonable to assume that the distances among antennas at the BS are sufficiently large, so 
all entries in the channel vector (1) are independent random variables. Note that the channel 
vectors of any two users are also independent as they are spatially dispersed. Thus, the 
overall channel for CSM formed by a pair of users is virtually equivalent to a 2rM ×  MIMO 
system matrix with independent, identical distributed (i.i.d) entries: 
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where are u and v are user indices. Moreover, due to user mobility, each column of H  (the 
channel vector of each user) evolves with time in accordance with some time-correlation 
function ( )ρ τ . Hence, 

 2( ) ( ) 1 ,t τ ρ τ ρ+ = + −h h a  (3) 

where τ  represents time displacement, and a  is a random Gaussian vector with identical 
dimension and statistics as h . The value of ρ  depends on τ and the Doppler 
frequency, Df , of the associating user. The impacts of Df  on scheduling performance will be 
discussed in subsequent sections. 
 

 
Fig. 1. The illustration of a collaborative spatial multiplexing (CSM) system with 1tM = , 

2rM =  and 8U = . In this example, both user 3 and user 7 are scheduled for uplink 
transmission in the same resource unit, thereby creates a 2 2×  virtual MIMO channel 

3. User pairing modes for CSM 
It is assumed that the BS schedules a pair of users in each of the signalling intervals for CSM 
transmission. Here we define three different modes of user pairing, namely Pre-Defined 
Pairing, Instantaneous Pairing, and Semi Round Robin. Each of them renders different search 
complexity. Note that the term search complexity (denoted as W ) in this chapter is defined as 
the number of possible paring choices that the BS has to examine before making the final 
decision. In other words, W represents the number of required iterations. 

3.1 Mode 1: pre-defined pairing 
In the initial stage of this mode, the BS arbitrarily divides all users into multiple pairs. That 
is, the BS first define a list of / 2U  pairs in a random manner. Note that each user pair 
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forms a virtual MIMO channel, and is therefore associated with a certain MIMO channel 
metric. Then, in each of the subsequent signaling intervals, the BS chooses a pair from this 
pre-defined list based on the channel metric. When the number of users in the cell changes 
(the occurrence of handover), the BS initiates the pairing again to renew the candidate list. In 
fact, since the BS has full channel knowledge, the users could be paired base on their 
channel status (such as user channel orthogonality). However, the pair list may need to be 
updated more frequently due to channel variation in time, which potentially increases 
system complexity. Hence, we focus on random pre-defined pairing schemes in this chapter. 
In each of the signaling interval, the BS has to search over / 2U  pair candidates and 
schedule one of these pairs for transmission. Thus, the search complexity of mode 1, 1W , is 

 1 2
UW =  (4) 

Another advantage of using this mode is that each pair can be regarded as a single entity 
with two antennas. Thus, many well-known single-user scheduling strategies for 
conventional multiple access scenarios, such as proportional fair algorithms, can also be 
applied. Nonetheless, this is beyond the scope of this chapter. 

3.2 Mode 2: instantaneous pairing 
In this mode, exhaustive search is performed in every signaling interval to find the best user 
pair. Thus, the BS has to inspect the associated MIMO channel metrics of all possible user 
pairs. Intuitively, the system performance can be optimized with this pairing mode. The 
search complexity this pairing mode can be expressed as: 

 2
!

( 2)!2!
UW

U
=

−
 (5) 

3.3 Mode 3: semi round robin 
When the user mobility levels are relatively low, the users with bad channels may be 
starved for a long time, and the overall fairness performance of the scheduler is therefore 
degraded. As there are two user vacancies for CSM scheduling, the BS may simply reserve 
the first vacancy for scheduling in a round robin manner. That is, the users occupy the first 
vacancy in a signaling interval by taking turns, without considering its channel status. The 
second vacancy, on the other hand, is given to one of the remaining users that can realize the 
most appropriate MIMO channel H  with the first reserved user. Thus, this mode attempts 
to strike a balance between scheduling fairness and system performance. Since a user is 
reserved, the BS only has to find one of the remaining candidates to pair up with the first 
user, the search complexity is therefore: 

 3 1W U= −  (6) 

By comparing these three modes, it is apparent that mode 2 should offer the optimum 
resultant system performance. However, mode 2 may be prohibited in practice due to its 
high computational complexity, especially when U is large. The search complexities for 
these three modes are compared as the functions of U in Fig. 2. 
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Fig. 2. Search complexities of three user pairing modes with different number of users in the 
system 

4. Selection metrics 
All pairing modes described in the preceding section schedule users in accordance to a 
certain MIMO channel metric. In this section, we elaborate some possible selection criteria 
that could be coupled with these pairing modes, including a newly proposed metric based 
on MIMO channel condition number. 

4.1 Random Selection (RS) 
This is the simplest selection method. The BS can choose the user pair without taking 
instantaneous channel condition into account. In pairing mode 1, the BS randomly selects a 
pair of users from the pre-defined list. In mode 2, on the other hand, two users are 
arbitrarily chosen and paired instantaneously. Finally, in pairing mode 3, the first scheduled 
user is scheduled in round robin fashion, while another user is randomly picked up by the 
BS. 

4.2 Maximum Capacity (MC) 
An intuitive way of scheduling is to select the pair of users that can realize the highest 
capacity. In CSM, a virtual MIMO channel is formed by cascading the channel vectors of 
two users. The BS can calculate the corresponding MIMO capacity by the following well-
known formula: 

 
2

2
1
log (1 )k

k
C Pλ

=

= +∑  (7) 

where P  is signal to noise ratio (SNR) on each of the MIMO spatial links, and kλ  is the thk  
eigenvalue of the channel correlation matrix †HH . Note that we denote eigenvalues in 
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descent order: 1 2λ λ> . In each signaling interval, the BS finds the user pair that has the 
maximum channel capacity among all the available choices. That is, the pair index is chosen 
based on 

 * arg max , 1 ,j jj C j W= = …  (8) 

where jC  is the MIMO channel capacity realized by the thj choice among W  options. 

4.3 The proposed metric: Maximum Capacity with Spatial Multiplexing Preferred 
Channel (MC-SMPC) 
In this chapter, we wish to propose a new selection metric that can improve the reception 
error rates. Although selecting the users based on the channel capacity can optimize the 
spectral efficiency, the resultant MIMO link may not be a spatial multiplexing-preferred 
channel, and the receiver is therefore more likely to decode the message erroneously. 
Additionally, the channel capacity is merely a theoretical bound and cannot be directly 
translated to the system throughput. In [Heath & Love, 2005], the authors have derived a 
method to determine whether a MIMO system with linear receiver is more suitable for 
multiplexing or diversity. In particular, it can be shown that a 2rM ×  MIMO channel is 
spatial multiplexing-preferred if its condition number, 1 2/κ λ λ= , satisfies the following 
criterion: 

 /2
2 1 ,

(2 1)2

B

Bκ γ −
≤ =

−
 (9) 

where B  is the total number of bits that will be transmitted in one signaling interval. If both 
scheduled users in CSM send the data with identical modulation formats in the uplink 
transmission, B  is simply the double of the bit number from the individual user. For 
examples, both users in the scheduled pair send their data with QPSK and 16-QAM when 

8B =  and 4 respectively.  Note that the condition number characterizes the spatial 
selectivity of a MIMO channel, and spatial multiplexing schemes are more appropriate for 
MIMO channels with spatial streams that are closer in magnitude. Thus, we may utilize the 
criterion of (9) to identify the user pairs that are capable to realize a spatial multiplexing-
preferred MIMO channel. Then, among all these identified pairs, the BS chooses the pair 
with the highest capacity for scheduling. In short, we propose a novel metric: 

 Φ max 0, , 1j
j j

j

C j W
γ κ

γ κ

⎡ ⎤⎛ ⎞−
⎢ ⎥⎜ ⎟= =

⎜ ⎟⎢ ⎥−⎝ ⎠⎣ ⎦
…  (10) 

and the pair of user is scheduled by choosing the option index: 

 * arg max Φ ,j jj =  (11) 

If none of W options has a SM-preferred channel, i.e. all jκ γ>  and hence all Φ 0j = , the BS 
simply choose the pair based on (8). This leads to an adaptive scheduling scheme which 
switches its selection metric between (11) and (8) depending on if all Φ j  are zero. Although 
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the mean channel capacity of this method may be lower than the one in Section 4.2, but it 
should provide better error performance, assuming that linear receiver is used at the BS. 
Along with the advantages in error rates, using this novel metric may also improve the 
system fairness. In low mobility scenarios, the channels of the users do not change 
significantly over time. Hence, scheduling based on capacity may ''starve'' the users who 
have low quality channels for a long period of time. Nevertheless, the newly proposed 
selection metric takes the channel condition number into account, which reduces the chance 
of consecutively scheduling specific users. It can be explained by using the nature of 
condition number and capacity in terms of auto-correlation functions (ACF). As shown in 
Fig. 3, the ACF for ( )tκ  decays faster than the one for ( )C t , which means the variation of 
κ is more sensitive to channel fluctuations. Hence, in low mobility cases, scheduling based 
on the proposed metric can provide a better fairness performance, as the BS is less likely to 
schedule specific users for too long, due to the faster variation of the condition number. 
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Fig. 3. Autocorrelation functions for MIMO channel capacity and condition number 

5. Cooperative Relaying Spatial Multiplexing (CRSM) 

In the last section, a novel metric for CSM user scheduling has been proposed. Here we 
further apply this metric to develop a relay recruitment algorithm for CRSM. In particular, 
the single-relay CRSM topology delineated in [Kim et al., 2007] is considered. At the 
beginning, the source node evenly splits the whole data stream, x , into two segments 
( 1x and 2x ). Then, one of its N  neighbouring nodes is chosen to play the role of relay. 
Phase 1 transmission is commenced once the active relay is chosen. During Phase 1, the 
source shares the data segment, 2x , with the relay. In Phase 2, the relay forwards the data 
segment that it has received and decoded in Phase 1 ( 2x̂ ) to the destination, and the source 
also concurrently participates the transmission by sending 1x to the destination. The 
topology of this CRSM scheme is illustrated in Fig. 4.  
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For CRSM schemes with decode-and-forward protocols, it is essential for the relay to 
correctly decode the messages from the source during Phase 1. Otherwise Phase 2 
transmission would become pointless as the data forward by the relay is erroneous at the 
first place. This implies that the link strength between the source and the relay must be 
strong enough to ensure reliable transmission in Phase 1. Thus, it is more appropriate for 
CRSM to operate in a clustered system [Yuksel & Erkip, 2007], in which multiple closely-
placed user nodes establish a cluster. In the cluster, inter-user links can be modelled as 
simple AWGN channels [Ng et al., 2007], and the information exchange between the source 
and the relays is certainly easier. In practice, a clustered system could be found in indoor 
applications, where the user nodes are relatively closer to each other. Also, since mobility 
levels of users in indoor wireless networks are generally low, cooperative schemes (many of 
which require quasi-static channels) are more feasible.  
 

 
Fig. 4. The illustration of a decode-and-forward CRSM scheme: in Phase 1, the source node 
(S) shares a portion of data with the relay node (R).  Both S and R concurrently send 
different portions of data in Phase 2 transmission 

5.1 Channel model and assumptions 
A single-cell, single-source uplink scenario is considered. The base station (destination) has 

1rM >  antennas, and each of the user nodes (including the source and all potential relays) 
is equipped with single antenna. The nodes are assumed to lie in either AWGN Zone or 
Rayleigh Zone of the source depending on their locations [Yuksel & Erkip, 2007]. The link 
from the source to a node is modelled as an AWGN channel with a scalar gain if the 
distance between these two terminals is smaller than the threshold q. Otherwise, a Rayleigh 
fading channel is used to model this inter-node link [Ng et al., 2007]. In this chapter, we 
assume that the source has established a cluster with some other user nodes in proximity 
based on certain protocols and techniques. It is further assumed that the user cluster and the 
destination are separated by a distance larger than q. Thus, while all intra-cluster links are 
AWGN, the link between the destination and every node in the cluster is modelled as a 
Rayleigh flat-fading channel. The model is depicted in Fig. 5, where we have termed the 
cluster as S-R Cluster since only the nodes within the cluster are considered as relay 
candidates RC. 
Virtually, during Phase 2, each of the user nodes (including the relay and the source itself) 
emulates a transmit antenna of a spatial multiplexing system. Hence, the effective virtual 
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MIMO channel matrix realized in Phase 2 is formed by cascading channel vectors of the 
source and relay: 

 [ ]

1, 1,

2 , 2 ,

, ,

,

r r

S R

S R
eff S R

M S M R

h h
h h

h h

⎡ ⎤
⎢ ⎥
⎢ ⎥= = ⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

H h h  (12) 

where Sh and Rh represent the channel vector from the source and the relay to the 
destination (similar to (1)), respectively. Similarly, the entries of the fading channel vectors 
are modelled as a complex Gaussian with zero-mean and unit variance in this work. 
Furthermore, we assume that the source has full knowledge regarding the quality (such as 
channel state information and battery power) of the other nodes within the user cluster. 
 

 
Fig. 5. A source establishes a cluster with some other user nodes that are within its AWGN 
Zone, and the destination is located in its Rayleigh Zone. The user nodes outside the cluster 
are not considered as candidates of relays 

6. Relay recruitment algorithm for CRSM 
6.1 Initial elimination 
Once the source has obtained a list of N potential candidates in the cluster, it should first 
identify unqualified candidates and remove them from the list.  As aforementioned, if errors 
occur in Phase 1 transmission, Phase 2 becomes pointless since the data forwards by the 
relay is erroneous in the first place. To make sure that the relays can decode the message 
correctly in Phase 1, the nodes that have weak intra-cluster links to the source should be 
discarded, as their link gains to the source are not strong enough to support reliable Phase 1 
transmission. Additionally, the nodes that have insufficient battery power to participate the 
cooperation should notify the source and quit from the list. After withdrawing u nodes in 
this initial elimination, the number of remaining nodes on the candidate list is Q N u= − . 
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The next task is to find a suitable Rh  by selecting a relay out of the remaining Q  
candidates. In the special cases where 0N =  (no other nodes are found in the cluster) or 
N u=  (all candidates in the cluster are unqualified), the source transmits the data to the 
destination directly without cooperation, and simple combining techniques (such as 
maximum ratio combining) can be leveraged at the receiver. 

6.2 Decision metric 
Intuitively, in order to maximize the system throughput, the relay could be chosen based on 
the maximum capacity criterion described in Section 4.2. However, as aforementioned, 
although the channel capacity can be optimized by choosing the relays based on the 
maximum value of (7), the characteristic of the resultant effective channel may not be 
appropriate for spatial multiplexing. To be specific, the error performance of a spatial 
multiplexing system is degraded if the channel matrix is ill-conditioned. As mentioned in 
Section 4.3, the condition number could be employed to judge if a MIMO channel is 
multiplexing-preferred. In particular, if the condition number is smaller than the threshold 
level given in (9), then the MIMO channel is more suitable for the operation of spatial 
multiplexing. Thus, the criterion proposed in Section 4.3 can be applied as the decision 
metric for relay selection of CRSM: 

 * arg max Φ , 1j jj j Q= = …  (13) 

where  

 max 0, , 1j
j j

j

C j Q
γ κ

γ κ

⎡ ⎤⎛ ⎞−
⎢ ⎥⎜ ⎟Φ = =

⎜ ⎟⎢ ⎥−⎝ ⎠⎣ ⎦
…  (14) 

The definitions of C ,κ and γ are available in Section 4. In circumstances when the values of 
1 , NΦ Φ…  are all zero (none of the relay candidates can realize a spatial multiplexing-

preferred effective channel), the source computes the values of jΦ  for (13) again with a 
different formula: 

 , 1j jC j QΦ == = …  (15) 

This is simply tantamount to directly choosing a relay that maximizes the capacity. 

6.3 Procedural summary 
To recapitulate, the steps of the proposed recruitment algorithm is summarized as 
following: 
1. Withdraw u unqualified candidates in the cluster from consideration. If 0N = or N u=  

( 0Q = ), the source transmits the data to the destination directly without cooperation, 
and the algorithm terminates here. Otherwise, proceed to step 2. 

2. Find the index of the relay * arg max Φj jj = , where Φ j is computed using (14). The 
algorithm finishes here if *Φ 0

j
> . Otherwise, proceed to step 3. 

3. If *Φ 0
j
= , repeat step 2 with the computation of Φ j  using (15) in lieu of (14). 
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7. Simulation results 
In order to illustrate the performance of the proposed selection metric in both CSM and 
CRSM schemes, several simulations have been carried out. In particular, the performance of 
the proposal is evaluated via observations on the resultant error rates. For all simulations, 
we assume a zero-forcing (ZF) MIMO detector is employed at the receiver (BS). 
Furthermore, in all cases, we assume that B = 8 or 4 bits are transmitted in one signaling 
interval, so each of the two nodes involved in cooperation sends 16-QAM (4 bits per node) 
or QPSK (2 bits per node) message in the multiplexing phase. We first examine the 
performance of CSM. By setting 40U = , vector symbol error rates (VSER) of CSM schemes 
with B = 8 and 4 under different pairing modes and selection metrics are shown in Fig. 6 
and 7 respectively. Apparently, the proposed selection criterion (MC-SMPC) can achieve the 
best error performance regardless the pairing mode. As mentioned previously, the condition 
number-based metric also has the advantage of scheduling fairness as compared to 
maximum capacity, as the value of condition number changes more rapidly in time-varying 
channels. To show this, fairness performance of different pairing modes and selection 
metrics are shown in Fig. 8, and the fairness is measured by the Coefficient of Variance 
(CoV), which is defined as the ratio of standard deviation to mean number of times that each 
user is scheduled, so a lower CoV generally indicates better fairness. Remarkably, as shown 
in Fig. 8, user selections based on MC-SMPC are fairer than the ones based on MC in all 
three pairing modes, regardless the total number of users. 
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Fig. 6. The VSER performance of different scheduling strategies for CSM schemes with B = 8 
and U = 40. Generally MC-SPMC gives better performance in most cases 
Similarly, for CRSM, we compare VSER of three different relay selection criteria, including 
random selection, maximum capacity, and the proposed method based on condition 
number. In both Fig. 9 and 10, it is apparent that our proposed selection method can give the 
best error performance, since it first filters out the candidates that are not able to realize a 
spatial multiplexing-preferred MIMO channel. The gain of the proposed metric over the 
other selection criteria is more obvious in high SNR regime, Note that, due to multi-candidate 
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diversity, we expect the performance to improve with the number of relay candidates. As the 
number of candidates increases, it’s more likely for the algorithm to find a more appropriate 
node to play the role of relay. As compared to the selection based on maximum capacity, the 
achievable capacity of the proposed method is only slightly lower. In order to inspect the 
loss in capacity, we further compared the average capacity of these relay selection metrics 
under different SNR in Fig. 11. Additionally, the cumulative distribution functions (CDFs) 
of the capacity are also compared in Fig. 12. 
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Fig. 7. The VSER performance of different scheduling strategies for CSM schemes with B = 4 
and U = 40. Generally MC-SPMC gives better performance in most cases 
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Fig. 8. The comparison of fairness of different user scheduling strategies for CSM schemes 



Vehicular Technologies: Increasing Connectivity 

 

48 

8. Conclusions 
This chapter mainly discussed two distributed MIMO uplink transmission schemes, 
including CSM and CRSM. 
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Fig. 9. The VSER performance of different relay selection strategies for CRSM schemes with 
B = 4 and N = 50 
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Fig. 10. The VSER performance of different relay selection strategies for CRSM schemes with 
B = 8 and N = 50 
Both of these schemes allow multiple user nodes to form a virtual antenna array, thereby 
increases the system throughput via spatial multiplexing. In CSM, the BS is required to 
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schedule a pair of users to perform concurrent transmission. In CRSM, on the other hand, 
the source node needs to select a neighbour user as the relay to cooperate with. This chapter 
proposed a novel selection criterion based on MIMO channel condition number, which aims 
to provide a spatial multiplexing-preferred virtual MIMO channel for collaborative uplink 
transmission. In accordance to computer simulations, it is clear that the proposed selection 
criterion outperforms some other metrics in terms of the error performance, regardless it is 
being invoked for user scheduling in CSM or relay selection in CRSM.  
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Fig. 11. The comparison of mean channel capacity for different relay selection algorithms 
with N = 50 
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Fig. 12. The comparison of capacity cumulative density functions (cdf) for different relay 
selection algorithms with a SNR of 25dB and N = 50 
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1. Introduction

Modern wideband communication systems present a very challenging multi-user
communication problem: many users in the same geographic area will require high
on-demand data rates in a finite bandwidth with a variety of heterogeneous services such
as voice (VoIP), video, gaming, web browsing and others. Emerging broadband wireless
systems such as WiMAX and 3GPP/LTE employ Orthogonal Frequency Division Multiple
Access (OFDMA) as the basic multiple access scheme. Indeed, OFDMA is a flexible multiple
access technique that can accommodate many users with widely varying applications, data
rates, and Quality of Service (QoS) requirements. Because the multiple access is performed in
the digital domain (before the IFFT operation), dynamic and efficient bandwidth allocation
is possible. Therefore, this additional scheduling flexibility helps to best serve the user
population. Diversity is a key source of performance gain in OFDMA systems. In particular,
OFDMA exploits multiuser diversity amongst the different users, frequency diversity across
the sub-carriers, and time diversity by allowing latency. One important observation is that
these sources of diversity will generally compete with each other. Therefore, efficient and
robust allocation of resources among multiple heterogeneous data users sharing the same
resources over a wireless channel is a challenging problem to solve.
The scientific content of this chapter is based on some innovative results presented recently in
two conference papers (Calvanese Strinati et al., VTC 2009)(Calvanese Strinati et al., WCNC
2009).
The goals of this chapter are for the reader to have a basic understanding of resource
allocation problem in OFDMA-based systems and, to have an in-depth insight of the
state-of-the-art research on that subject. Eventually, the chapter will present what we have
done to improve the performance of currently proposed resource allocation algorithms,
comparing performance of our approaches with state-of-the-art ones. A critical discussion
on advantages and weaknesses of the proposed approaches, including future research axes,
will conclude the chapter.

2. Basic principles of resource allocation for OFDMA-based wireless cellular
networks

The core topic investigated in this chapter is the performance improvement of Resource
Allocation for Multi-User OFDMA-based wireless cellular networks. In this section we present
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the basic principles of resource allocation for multiple users to efficiently share the limited
resources in OFDMA-based wireless mobile communication systems while meeting the QoS
constraints. In OFDMA-based wireless cellular networks the resource allocation process
is split in three families of allocation mechanisms: priority scheduling, frequency scheduling
and retransmission scheduling techniques. While the merging of those two first scheduling
mechanisms is a well investigated subject and it is called Time/Frequency dependent packet
scheduling (TFDPS), smart design of re-schedulers present still some challenging open issues.
TFDPS scheduling techniques are designed to enable the scheduler to exploit both time and
frequency diversity across the set of time slots and sub-carriers offered by OFDMA technology.
To this end, in order to fully exploit multi-user diversity in OFDMA systems, frequency
scheduling algorithms besides try to select the momentary best set of sub-carriers for each user
aiming at optimizing a overall criterion. In real commercial communication systems such as
WiMAX and 3GPP/LTE, the frequency scheduler allocates chunks of sub-carriers rather than
individual sub-carriers. The advantage of such chunk allocation is twofold: first, the allocation
algorithm complexity is notably reduced; second, the signalling information required is
shorten. In the literature several TFDPS scheduling algorithms have been proposed. The
general scope of such scheduling algorithms is to grant access to resources to a subset of users
which at a given scheduling moment positively satisfy a given cost function. Some algorithms
were designed for OFDMA based systems to profit of the multi-user diversity of a wireless
system and attempt to instantaneously achieve an objective (such as the total sum throughput,
maximum throughput fairness, or pre-set proportional rates for each user) regardless to QoS
constraints of the active users in the system. On the other hand, some scheduling algorithms
were designed to support specific QoS constraints, either taking into account channel state
information or not. Alternatively, one could attempt to maximize the scheduler objective (such
as maximization of the overall system throughput, and/or fairness among users) over a time
window, which provides significant additional flexibility to the scheduling algorithms. In this
case, in addition to throughput and fairness, a third element enters the tradeoff, which is
latency. In an extreme case of latency tolerance, the scheduler could simply just wait for the
user to get close to the base station before transmitting. Since latencies even on the order of
seconds are generally unacceptable, recent scheduling algorithms that balance latency and
throughput and achieve some degree of fairness have been investigated. In (Ryu et al., 2005),
urgency and efficient based packet scheduling (UEPS) was proposed to support both RT (Real
Time) and NRT (Non Real Time) traffics, trying to provide throughput maximization for NRT
traffic and meeting QoS constraints for RT traffics. However, UEPS bases its scheduling rule
on a set of utility functions which depend on the traffic type characteristics and the specific
momentary set of active users in the network. The correct choice of these utility functions
have a strong impacts on the effectiveness of the UEPS algorithm. In (Yuen et al., 2007), a
packet discard policy for real-time traffic only (CAPEL) was proposed. This paper stresses
the issue of varying transmission delay and proposes to sacrifice some packets that have
small probability to be successfully delivered and save the system resources for more useful
packets. Again in section 4, we will present and comment some of the most known priority
scheduling algorithms in the specific context of OFDMA-based wireless cellular networks,
while our proposal will be extensively described in section 5.
Nevertheless, even with well designed TFDPS schedulers, the resource allocation process has
to deal with error at destination. As a consequence, additional resource has to be allocated for
accidental occurrences of request of retransmission. Nowadays, smart design of re-schedulers
is still an open issue. A re-scheduler copes with negative acknowledge (NACK) packets
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which can be quite frequent in mobile wireless communications. Therefore, a re-scheduler
must reallocate resources for NACK packets in a efficient and robust manner. Efficient,
since it might reduce the average number of retransmission associated to NACK packets.
Robust re-scheduling, in the way of minimizing the residual PER (PERres). Thus, adaptive
mechanisms such as Adaptive Modulation and Coding (AMC) can achieve a target PERres
with less stringent physical layer requirement, but with higher throughput, power saving,
latency improvement and reduction of MAC signalling. In section 4, we will present and
comment the most known retransmission scheduling algorithms while our proposal will be
extensively described in section 5.

3. System model

The system model is mainly based on the 3GPP/LTE downlink specifications (TR25.814,
2006)(TS36.211, 2007), where both components of the cellular wireless network, i.e. base
stations (BS) and mobile terminals (UE), implement an OFDMA air interface. Using the
terminology defined in (TSG-RAN1#48, 2007), OFDM symbols are organized into a number
of physical resource blocks (PRB or chunk) consisting of 12 contiguous sub-carriers for 7
consecutive OFDM symbols (one slot). Each user is allocated one or several chunks in two
consecutive slots, i.e. the time transmission interval (TTI) or sub-frame is equal to two slots
and its duration is 1ms. With a bandwidth of 10MHz, this leads to 50 chunks available for
data transmission. The network has 19 hexagonal three-sectored cells where each BS transmits
continuously and with maximum power. We mimic the traffic of the central cell, while others
BSs are used for down-link interference generation only. Fast fading is generated using a Jakes
model for modeling a 6-tap delay line based on the Typical Urban scenario (TSG-RAN1#48,
2007), with a mobile speed equal to 3km/h. Flat fading is assumed for the neighboring cells.
A link-to-system (L2S) interface is used in order to accurately model the physical layer at the
system level. This L2S interface is based on EESM (Effective Exponential SINR Mapping) as
proposed in (Brueninghaus et al., 2005).
In the central cell, the BS has a multiuser packet scheduler which determines the resource
allocations, AMC (Adaptive Modulation and Coding) parameters and Hybrid Automatic
Repeat reQuest (HARQ) policy within the next slot. While the scheduler sends downlink
control messages that specify the resource allocation and the link adaptation parameters
adopted in the next time slot, UEs send positive or negative acknowledgment (ACK/NACK)
to inform the scheduler of correct/incorrect decoding of the received data. Perfect channel
state information (CSI) is assumed for all links. Nevertheless, a feedback delay is introduced
between the time when CSI is available at the destination and the time when the packet
scheduler performs the resource allocation.
In this model the possible presence of mixed traffic flows which present different and
competing Quality of Service (QoS) requirements is studied. Two traffic classes are considered:
real-time traffic (RT) and non real-time traffic (NRT). As RT traffic, we consider Voice over IP
traffic (VoIP) which is modeled according to (TSG-RAN1#48, 2007). This is equivalent to a
2-state voice activity model with a source rate of 12.2kbps, an encoder frame length of 20ms
and a total voice payload on air interface of 40 bytes. For RT traffic, we also consider near
real-time video source (NRTV), which we model according to (TR25.892, 2004) as a source
video with rate of 64 kbps and a deterministic inter-arrival time between the beginning of
each frame equal to 100ms. The mean and maximum packet sizes are respectively equal to 50
and 250 bytes. As NRT traffic we consider an HyperText Transfer Protocol (HTTP), as specified
in (TR25.892, 2004), that is divided into ON/OFF periods representing respectively web-page
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downloads and the intermediate reading times. More details on the adopted system model
are summarized on table 1.

Network
Parameter Value

Carrier frequency 2.0 GHz
Bandwidth 10 MHz

Inter-site distance 500 m
Minimum distance 35 m

TTI duration 1 ms
Cell layout Hexagonal grid, 19 three-sectored cells

Link to System interface EESM
Traffic model VoIP, NRTV, HTTP

Nb of antennas (Tx, Rx) (1,1)
Access Technique OFDMA

Total Number of sub-carriers 600
Nb of sub-carriers per chunk (PRB) 12

Total Nb of Chunks 50
Propagation Channel

Parameter Value
Fast fading Typical urban 6-tap model, 3 km/h
Interference White

UE
Parameter Value

Channel estimation ideal
CQI reporting ideal
Turbo decoder max Log-MAP (8 iterations)

Dynamic Resource Allocation
Parameter Value
Nb of MCS 12 (from QPSK 1/3 to 64-QAM 3/4)

AMC PERtarget 10 %
CQI report Each TTI, with 2 ms delay

Packet Scheduling MCI, PF, EDF, MLWDF, HYGIENE
Sub-carriers Allocation Strategy Chunk based allocation

Number of control channels per TTI 16
HARQ

Parameter Value
Stop and Wait synchronous adaptive

Number of processes 6
Retransmission Interval 6 ms

Maximum Nb of retransmissions up to 3
Combining technique Chase

Table 1. Main system model parameters

A limited number of control channels per TTI is considered, as the control channel capacity
is always limited in realistic systems. In this study, that number, which corresponds to the
maximum number of scheduled users in a TTI, is equal to 16, that is the double of the number
given in (Henttonen et al., 2008) for a 3GPP/LTE system with a bandwidth of 5 MHz. For the
first transmission attempt, the MCS (Modulation and Coding Scheme) selection is based on
the EESM link quality metric. As suggested in the 3GPP LTE standard, AMC algorithm selects
the same MCS for all chunks allocated to one UE. This solution has the advantage of make
both signaling and AMC algorithm easier to be implemented on real equipment. Concerning
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adaptive HARQ, as done in (Pokhariyal et al., 2006), all the time a retransmission is scheduled,
the scheduler re-computes the set of frequency chunks previously allocated to the negative
acknowledged packets, depending on the re-scheduling policy.

4. Survey on resource allocation mechanisms

In this section we will focus on three main families of resource allocation techniques for packet
based transmissions. The first one is related to packet scheduling algorithms that decide in
which priority order resources are allocated to the different competing flows. We will consider
some of the most esteemed priority schedulers, namely the maximum channel to interference
ratio (MCI) (Pokhariyal et al., 2006), the proportional fair (PF) (Norlund et al., 2004), the
earliest deadline first (EDF) (Chiusssi et al., 1998) and the Modified Largest Weighted Deadline
First (MLWDF) (Andrews et al., 2001) schedulers. The second technique deals with frequency
scheduling: the frequency dependent packet scheduler (FDPS) allocates frequency resources
(hereafter chunks) to the population of users that will be served in the next transmission
intervals. FDPS maps best chunks to best users, where the notion of best users depends on the
priority rule of the scheduler. Any priority based selection methods such as MCI per chunk
or PF per chunk selection methods (Pokhariyal et al., 2006) can be adopted. Eventually, the
third technique is related to packet retransmissions and aims at deciding how chunks are
allocated or reallocated to packets which require a retransmission. It could be either persistent
or hyperactive methods (Pokhariyal et al., 2006), depending wether the chunk allocation for
all NACK packets is kept or recomputed.
In the following, each of these techniques has a dedicated subsection to discuss in detail their
limitations and advantages.

4.1 Priority scheduling
Many researchers address the problem of defining an efficient and robust resource allocation
strategy for multiple heterogeneous data users sharing the same resources over a wireless
channel. Priority scheduler can deal with both allocation of time and frequency resources, in
order to exploit multi-user diversity in both domains. This is often referred as time/frequency
domain packet scheduling (TFDPS). In this sub-section, priority scheduling is related to the
time domain dimension.
Four of these well known priority scheduling algorithms are investigated in this work:
max C/I (MCI) scheduler, proportional fair (PF) scheduler, Earliest Deadline First (EDF)
scheduler, and Modified Largest Weighted Delay First (MLWDF) scheduler. These priority
scheduling algorithms have been proposed aiming at satisfying either delay, throughput,
fairness constraints of all active users or as many as possible users. While some scheduling
algorithms take into account only the time constraints of the traffic flows (e.g. EDF), others
take into account the momentary channel state to optimize the overall cell throughput (e.g.
MCI), or, a compensation model to improve fairness among UEs (e.g. PF), or a compound
of all these goals (e.g. MLWDF). The key features and drawbacks of such schedulers are the
following:
MCI: Its goal is to maximize the instantaneous system throughput regardless to any traffic
QoS constraints. Therefore, MCI always chooses the set of users whose momentary link
quality is the highest. Even if maximum system throughput can be achieved with MCI,
users whose momentary channels are not good for a relatively long period may starve and
consequently release their connections. MCI is indeed inadequate for real-time traffic.
PF: Its goal is to maximize the long-term throughput of the users relative to their average
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channel conditions. Thus, its goal is to trade-off fairness and capacity maximization by
allocating resources to users having best instantaneous rate (over one or several chunks)
relative to their mean served rate calculated using a smoothed average over an observation
time window (TWi) (Pokhariyal et al., 2006)(TSG-RAN1#44bis, 2006). While PF is a good
scheduler for best effort traffic, it is less efficient for real-time traffics.
EDF: It allocates resources first to packets with smaller remaining TTLs (Time To Live) thus
each packet is prioritized according to its remaining TTL (RTTL). As a consequence, by serving
users in order to match everyone’s deadline, EDF is designed for RT traffics. The drawback of
this scheduler is that multiuser diversity is not exploited since any momentary channel state
information is taken into account in the scheduling rule.
MLWDF: It aims at keeping queues stable (fairness) while trying to serve users with
momentary better channel conditions (throughput maximization). Contrary to EDF and MCI
scheduling algorithms, MLWDF is designed to cope with mixed traffic scenarios. The major
drawback of this scheduler is that its performance depends on the design of three parameters,
the maximum probability for a packet to exceed TTL (for RT traffic), the requested rate (for
NRT traffic) and the averaging window for rate computation. Thus correct choice of the
adequate set of parameters can be system state dependent, especially in heterogenous mixed
traffic scenarios.

4.2 Frequency scheduling
FDPS maps ’best’ chunks to ’best’ users. The notion of ’best’ users depends on the priority rule
of the scheduler. At time i, UE k has a metric Pk,n(i) for chunk n, which is given for instance
by Pk,n(i) = Rk,n(i)/Tk(i) or by Pk,n(i) = Rk,n(i), respectively for PF per chunk and MCI per
chunk schedulers. Rk,n(i) is the instantaneous supportable rate for UE k at chunk n, depending
on each UE’s channel quality indicator (CQI) while Tk(i) is the previously mean served rate.
For each time i, the ’best’ UE of each chunk n is scheduled. That is the scheduled UE at chunk
n is Un(i) = argmax

k
Pk,n(i).

The adoption of realistic traffic models provides different performance if compared to non
realistic full buffer models. The chunk allocation process is indeed strongly influenced by the
amount of data present in users’ queues: with the use of non-full buffer models, resources
are only allocated to users that effectively have data to send. Thus, to find the ’best’ chunk(s)
for each user, several solutions may be considered. In this section, we consider two common
chunk allocation algorithms whose principles are derived from (Ramachandran et al., 2008):

Matrix-based chunk allocation: it iteratively picks the ’best’ user-chunk pair in the two
dimensional matrix of chunks and users. The matrix contains the metrics Pk,n(i) of all possible
user-chunk pairs.

Sequential chunk allocation: it does only the first iteration of the matrix-based chunk allocation.
Therefore, when a user that has been selected at the first chunk-pick has not unscheduled
packet in its queue, the next user with unscheduled packets in the same matrix-row
will be selected. Only when the system is forced to have full-queue traffic, both chunk
allocation algorithms perform the same. Otherwise, sequential chunk allocation may perform
sub-optimally.

Note that with EDF scheduling for OFDMA based transmission, allocation is decoupled. In a
first step, each packet is prioritized according to its remaining TTL (RTTL) and then chunks are
allocated to the ordered packets in order to maximize spectral efficiency. This approach is more
efficient than the previous one, at the expense of an increase complexity at the transmitter.
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4.3 Retransmissions
The re-scheduler allocates chunks for retransmission according to one of the common following
chunk reallocation policies:

Persistent: the re-scheduler persists in allocating the same set of chunks previously allocated to
NACK packets. The idea is to reduce both control signaling, complexity at the BS and latency.
This approach used in (TSG-RAN1#Adhoc, 2007) is typically adopted for real-time traffic such
as VoIP associated to small payloads.

Hyperactive: as done in (Pokhariyal et al., 2006), each time a retransmission is scheduled, the
scheduler re-computes the set of best frequency chunks previously allocated to NACK packets.

5. Improving RRM effectiveness

As seen in section 4, TFDPS algorithms such as the maximum channel to interference
ratio (MCI) per chunk or the proportional fair (PF) per chunk were designed for OFDMA
based systems to profit of the multi-user diversity of a wireless system and attempt to
instantaneously achieve an objective (such as the total sum throughput, maximum throughput
fairness, or pre-set proportional rates for each user) regardless to QoS constraints of the
active users in the system. More precisely, MCI scheduler allocates resources to users with
the highest momentary instantaneous capacity; PF scheduler tries to balance the resource
allocation and serve momentary good users (not necessarily the best) while providing long
term throughput fairness (equal data rates amongst all users). On the other hand, some
scheduling algorithms were designed to support specific QoS constraints. For instance,
Earliest Deadline First (EDF) is designed to deal with real-time QoS constraints regardless
to the momentary user’s channel quality. Other schedulers are designed to cope with the
coexistence of RT and NRT traffics (mixed traffic), as the Modified Largest Weighted Deadline
First (MLWDF) algorithm. Its design objective is to maintain delay (or throughput) of each
traffic smaller (or greater) that a predefined threshold value with a given probability, at the
expense of an adequate set of parameters that is system state dependent.
With our first proposal, the goal is to design efficient Time/Frequency domain packet
scheduling algorithms in order to maximize the overall system capacity while supporting
QoS for mixed traffic flows considering either homogeneous and heterogeneous traffics. We
propose to split the resource allocation process into three steps, as defined in (Calvanese
Strinati et al., VTC 2009). In a first step we identify which entities (packets for RT traffics and
users for NRT ones) are rushing. Then in step two we deal with urgencies: we allocate resources
only to entities that have an high probability of missing their QoS requirements regardless to
their momentary link quality. Then, if any resources (here chunks) are still unscheduled, in a
third step of the proposed scheduling algorithm, we allocate resources to users with highest
momentary link quality, regardless to their QoS constraints. We call the proposed algorithm
HurrY-Guided-Irrelevant-Eminent-NEeds (HYGIENE) scheduling.
With our second proposal we tried to tackle the issue of frequency scheduling combined with
retransmissions. Indeed, as pointed out in previous section, while FDPS is a well investigated
subject, smart design of re-schedulers is still an open issue. The re-scheduler must reallocate
resources for NACK packets in a efficient and robust manner.
Decoding errors are classically attributed to insufficient instantaneous signal-to-noise-ratio
(SNR) level, as it is for gaussian channels. Therefore, when a packet is not correctly decoded,
its retransmission is traditionally scheduled as soon as possible and on the same frequency
resource until either it is successfully transmitted or retry limit is reached. Nevertheless, the
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mobile wireless channel is not gaussian. A more appropriate model for such channel is the
non-ergodic block fading channel for which information theory helps us to define a novel
approach for re-scheduling. Actually, in non-ergodic channels decoding errors are mainly
caused by adverse momentary channel instance and unreliable PER predictions (Lampe et al.,
2002)(Emilio Calvanese Strinati, 2005) adopted for the AMC mechanism. As a consequence,
a smart re-scheduler should permit to forecast, given the momentary chunks instance related
to the unsuccessful transmission, if correct packet decoding is impossible even after a large
number of retransmissions. To this end, in our second investigation, we present a novel
re-scheduler which exploits both information associated to a NACK as proposed in (Emilio
Calvanese Strinati, 2007) (i.e. channel outage instances and CRC) to allocate the set of ’best’
suited chunks for NACK packets. In other words, we recompute the chunk allocation only if
the previously selected chunks do not permit correct decoding for the selected Modulation
And Coding Scheme (MCS). We call the proposed on-demand re-scheduler criterion as 2-bit
lazy.

5.1 Proposed HYGIENE scheduling algorithm
EDF-like schedulers do not profit of time diversity as much as they should do. MCI and PF
like schedulers aiming at maximizing the cell throughput regardless of the user QoS, are
totally insensitive to any time constraints of the data traffic. Based on these observations, we
propose to split the resource allocation process into three steps. First a Rushing Entity Classifier
(REC) identifies rushing entities that must be treated with higher priority. Depending on the
nature of the traffic, entities are UEs (NRT traffic) or packets (RT). Therefore, rushing entity
classification is traffic-dependent. Second the proposed scheduler deals with urgencies: we
schedule the transmission of rushing entities regardless to their momentary link quality. If any
resources (here chunks) are still unscheduled, in a third step, HYGIENE allocates resources
to those users with better momentary link quality, regardless to their time constraints. The
proposed scheduling algorithm is summarized as follows:

Step 1: The REC classifies entities (packets or UEs) waiting to be scheduled as rushing or
non-rushing. With RT traffic, packets are classified as rushing if Thrush · TTL+ η ≥ RTTL. Where
Thrush is a threshold on the QoS deadline which depends on the traffic type, η is a constant
which takes into account both retransmission interval and maximum allowed number of
retransmissions. With NRT traffic, UEs and not packets are classified by the REC. Therefore,
the ith UE (UEi) is classified as rushing if it has been under-served during TWi. More precisely,
every TTI the REC checks for each UEi if (TWi− tnow,i) ≤ (QoSi− txdata,i)/Rmin. Where tnow,i
is the elapsed time since the beginning of TWi, QoSi the QoS requirements of the UE class of
traffic, txdata,i the total data transmitted by user i during (TWi− tnow,i) and Rmin the minimum
transmission rate of the system. Note that Thrush, η and TWi are scheduler design parameters.
Step 2: Resources (chunks) are allocated to rushing entities with an EDF-like scheduler which
allocates best chunk(s) to entities with higher deadline priority. Deadline priority metrics differ
between RT and NRT traffics: while with RT traffic deadline priority depends on RTTL, with
NRT traffic it depends on the lack of data transmitted in TWi. Again, chunks are selected in
order to maximize the spectral efficiency.
Step 3: All unscheduled resources (chunks) are allocated to users which maximize the
cell throughput regardless to any QoS constraints of active UEs. Thus, the allocation is
done according to MCI per chunk, following the ’matrix-based chunk allocation’ described
previously with Pk,n(i) = Rk,n(i).
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5.2 Proposed 2-bit lazy frequency re-scheduling algorithm
Many delay-constrained communication systems, such as OFDM systems, can be
characterized as instances of block fading channel (Ozarow et al., 1994). Since the momentary
instance of the wireless channel has a finite number of states nc the channel is non-ergodic,
and it admits a null Shannon capacity (Ozarow et al., 1994). The information theoretical limit
for such channels is established by defining an outage probability. The outage probability is
then defined as the probability that the instantaneous mutual information for a given fading
instance is smaller than the information rate R associated to the transmitted packet:

Pout = Pr(I(γ, α) < R) (1)

where I(γ, α) is a random variable representing the instantaneous mutual information for a
given fading instance α and γ is the instantaneous SNR.
For an infinitely large block length, the outage probability is the lowest error probability that
can be achieved by a channel encoder and decoder pair. Therefore, when an information
outage occurs, correct packet decoding is not possible. The outage probability is an
information theoretic bound on the packet error rate (PER) in block fading, and thus no system
can have a PER that is better than the outage probability.
For a generic code C, assuming Maximum Likelihood decoding, we can express the packet
error probability of the code C as:

PCe (γ) = PCe|out(γ)P
C
out(γ) + PCe|out(γ)(1− PCout(γ)) (2)

where PCe|out and PCe|out(γ) are respectively the packet error probability when transmission is in
outage and when it is not. For capacity achieving codes Eq. (2) can be tightly upper bounded
by:

PCe (γ) � PCout(γ) + PCe|out(γ)(1− PCout(γ))︸ ︷︷ ︸
PCnoise(γ)

(3)

Considering capacity approaching codes an analytical expression of PCnoise(γ) is not trivial,
but the inequality (3) still holds. We can indeed distinguish two components of the packet
error probability: the code outages due to fading instance and noise respectively.
In our work we propose to exploit at the transmitter side the knowledge on both components
of the PER: the code outages due to fading instance and noise respectively. As proposed in
(Calvanese Strinati et al., WCNC 2009), the receiver can send a 2-bit ACK/NACK to feedback
such information: one bit informs on successful/unsuccesfull decoding (CRC), the other on
code outages due to fading instance. Alternatively, the classic 1-bit feedback (CRC) can be
computed at the receiver and, code outages due to fading instance can be directly estimated
at the transmitter side if the channel coefficients are known at the transmitter. Based on these
assumptions, we propose the 2-bit lazy frequency re-scheduler. The goal of 2-bit lazy frequency
re-scheduler is to strongly limit unsuccessful retransmissions attempts. To this end, when
retransmissions are scheduled, the proposed re-scheduler checks both components of the
packet error probability outlined by equation (3). The 2-bit lazy frequency re-scheduler works as
follows:

Step 1: When a retransmission is required (NACK on CRC), the receiver or the transmitter
(depending on the system implementation) checks if decoding failure is associated to a

59Resource Allocation for Multi-User OFDMA-Based Wireless Cellular Networks



channel outage.
Step 2: If I(γ, α) < R, transmission is in outage and best chunk allocation is recomputed only
for NACKout packets.
Step 3: Otherwise, if I(γ, α) ≥ R, retransmission is due only to a unfavorable noise instance
and the 2-bit lazy frequency re-scheduler reallocates the same set of chunks for the packet
retransmission.

To detect a channel outage it is necessary to compute the instantaneous mutual information
associated to previous transmission(s) of the NACK packet. Such instantaneous mutual
information can be computed as follows:

I(γ, α) =
1
nc

nc

∑
i=1

Ii

(
K

∑
k=1

⎪⎪⎪⎪αi,k
⎪⎪⎪⎪2

σk
2

)

where

Ii = log2(M)− 1
M

M

∑
k=1

Ez

[
log2

(
M

∑
q=1

Ai,k,q

)]
(4)

and Ai,k,q = exp[−
⎪⎪⎪⎪αiak + z− αiaq

⎪⎪⎪⎪2 −⎪⎪z⎪⎪2

2σ2 ]

Note that equation (4) is derived from (Ungerboeck, 1982) where a is the real or complex
discrete signal transmitted vector. Moreover, all information required can be directly available
at the receiver: M (size of the M-QAM modulation alphabet) and R are known since the MCS
is known at the receiver; both αi and the noise variance σ2 are known at the receiver using
training pilots based channel estimation; a is known from the demapper. z are the Gaussian
noise samples, with zero-mean and variance equal to σ2. Mutual information is computed
over the nc sub-carriers and the K current transmissions on which the packet is transmitted.
While hyperactive re-scheduler recomputes chunk allocation for all NACK packets, lazy does
it only for NACKout packets. Both re-schedulers can adopt any FDPS such as MCI per chunk,
PF per chunk or others. Complexity added by packet outage detection is low because the
mutual information can be computed easily thanks to Look-Up Tables (LUT) or polynomial
expansion. Thus, the overall complexity of the proposed lazy re-scheduler is in between the
two classical 1-bit persistent and 1-bit hyperactive methods.
It is possible to further improve the effectiveness of chunk re-allocation algorithms. First,
banning some chunks during a given period for a sub-set of user at step 2, may prevent from
repetitive errors in the chunk allocation process. Second, NACKout packet detection can also
be based on accumulative mutual information of both current and future packet transmission
attempts in a given set of chunks. In this case, the instantaneous mutual information is
computed as in (4) except that the summation is done over K+1 transmissions, and under

the assumption that
⎪⎪⎪⎪αi,K+1

⎪⎪⎪⎪2

σK+1
2 =

⎪⎪⎪⎪αi,K
⎪⎪⎪⎪2

σK
2 .

6. Numerical results

In this section the effectiveness of the two proposed approaches, HYGIENE scheduling and
Lazy frequency (re)scheduling, is evaluated comparing it with the classical resource allocation
techniques presented in section 4. Schedulers are compared in terms of maximum achievable
cell traffic load in different traffic scenarios, considering either single traffic, mixed real-time
traffic and heterogeneous mixed traffic scenarios, following the metrics defined in (TR25.814,
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2006)(TSG-RAN1#48, 2007). Performance are also assessed in terms of residual Packet Error
Rate (through its cumulative density function) and chunk re-allocation cost, while varying the
number of maximum retransmissions rxtxmax.
Simulation results are given for the system and traffic models presented in section 3. Results
are averaged over 100 independent dynamic runs, where at the beginning of each run UEs
are randomly uniformly located in the central cell. Positions, bi-dimensional log-normal
shadowing and path loss values are kept constant for the duration of each run. Each run
simulates 100 seconds of network activity and at each TTI channel realizations are updated.

6.1 Packet scheduling
In this first subsection, we assess the effectiveness of our proposed HYGIENE scheduling
algorithm comparing it to four scheduling algorithms often investigated in the literature:
MCI, PF, MLWDF and EDF. For this performance evaluation, the following assumption holds:
all the time a retransmission is scheduled, the scheduler re-computes the set of frequency
chunks previously allocated to the negative acknowledged packets. Furthermore, for MLWDF
scheduling, we adopt the same parameters as the ones suggested in (Andrews et al., 2001).
Schedulers are compared in terms of maximum achievable cell traffic load in three different
traffic scenarios:

Scenario A (single traffic scenario): unique traffic type in the cell for all UEs.

Scenario B (mixed real-time traffic scenario): coexistence of VoIP and NRTV traffic in the
same cell.

Scenario C (heterogeneous mixed traffic scenario): coexistence of VoIP and HTTP traffic in
the same cell.

To evaluate the maximum achievable cell traffic load we use the metrics defined in (TR25.814,
2006)(TSG-RAN1#48, 2007). The maximum achievable cell traffic load for real-time traffics is
defined as the number of users in the cell when more than 95% of the users are satisfied.
VoIP and NRTV users are considered satisfied if their residual BLER is below 2% and their
transfer delay is respectively below 50ms and 100ms. HTTP users are considered satisfied if
their average bit rate is at least 128 Kbps.
On figure 1 we show our simulation results for VoIP, NRTV and HTTP traffics considering
scenario A. Under single VoIP traffic, the highest system load is achieved with EDF and
HYGIENE (up to 540 VoIP UEs). MCI, PF and MLWDF achieve respectively up to 445, 440,
and 360 satisfied VoIP UEs. Performance gap between EDF or HYGIENE and MCI or PF is not
surprising. Actually, since both PF and MCI aim at maximizing the cell throughput regardless
of the user time QoS constraints, with the increasing number of real-time flows, many users
may face momentary service starvation and consequently, exceed the maximum delivery
delay (50 ms). This is not the case with EDF or HYGIENE since both schedulers allocate best
chunk(s) to entities with higher QoS deadline priority. What can look surprising is the poorer
performance of MLWDF scheduling. Classical performance evaluations for MLWDF show
that MLWDF is a good scheduler with both RT and NRT traffics. However, in such studies
an unlimited number of control channels per TTI is assumed. We compare performance in a
more realistic scenario where the number of control channels per TTI, and thus the maximum
number of scheduled users per TTI (UE/TTI), is limited to 16. Thus, we observe by simulation
that such limitation has significant impact only on MLWDF capacity performance.
For single NRTV traffic, maximum cell capacity performance obtained with any of the
investigated schedulers is very similar, ranging from up to 95 satisfied UEs with MLWDF
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Fig. 1. Scenario A (single traffic): maximum achievable cell capacity with PF, MCI, MLWDF,
EDF and HYGIENE schedulers.

(worst case), to up to 115 satisfied UEs with HYGIENE. With single HTTP traffic, best
performance is obtained as expected with PF, having up to 900 HTTP UEs satisfied. MCI and
HYGIENE perform the same (640 UEs each) while both EDF and MLWDF can satisfy very few
UEs (up to 60 UEs).
On figure 2 we show our results for coexistent VoIP and NRTV traffics (scenario B). In our
simulations we fix the number of NRTV traffic to 75 and we vary the number of VoIP. Best
performance is obtained with HYGIENE, having up to 250 VoIP UEs while 75 NRTV UEs
are satisfied too. Other schedulers perform as follows. EDF scheduler serves more VoIP UEs
(up to 220 VoIP) than PF (up to 140 VoIP) and MLWDF (up to 70 VoIP). Worst performance is
obtained with the non QoS aware MCI scheduler, having no VoIP UEs satisfied when 75 NRTV
UEs are satisfied. When considering the coexistence of 75 NRTV UEs and 425 VoIP UEs, we
obtained by simulation that limiting respectively to 16, 32 and 50 UE/TTI, MLWDF achieves
a user satisfaction equals to 41.4%, 99.6% and 100%. In the last two cases, MLWDF performs
even better than the other schedulers subject to the same restriction, except the HYGIENE
one. Again, we can see that the number of control channels has significant impact on MLWDF
capacity performance.
On figure 3 we mimic a heterogeneous network traffic. We fix the number of HTTP flows to 200
UEs while we evaluate the maximum VoIP UEs capacity. When scheduling is based on EDF
or MLWDF ordering rules, any UE (HTTP and VoIP) can be satisfied. As expected, we observe
that EDF scheduler results totaly inadequate since it cannot efficiently deal with NRT traffic.
Furthermore, we observe again how MLWDF is deeply penalized by the UE/TTI limitation.
Besides, MCI serves up to 180 satisfied VoIP UEs, PF up to 370 VoIP UEs. Best performance
is obtained with HYGIENE scheduler, which serves up to 390 satisfied VoIP UEs. Contrarily
to (scenario A with HTTP only), HYGIENE scheduler performs better than PF in this mixed
scenario, showing the supremacy of the rushing approach. The above results were obtained
with empirically optimized rushing thresholds optimized.
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Fig. 2. Scenario B (mixed real-time traffic): maximum achievable cell capacity with PF, MCI,
MLWDF, EDF and HYGIENE schedulers imposing 75 active NRTV flows.
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Fig. 3. Scenario C (mixed heterogeneous traffic): maximum achievable cell capacity with PF,
MCI, MLWDF, EDF and HYGIENE schedulers imposing 200 active HTTP flows.

On figure 4 we mimic coexistent activity of 225 VoIP and 75 NRTV UEs testing different
rushing thresholds for both VoIP and NRTV: Thrush,VoIP and Thrush,NRTV. Our goal is
to determine whether HYGIENE performance depends on an optimal combination of
(Thrush,VoIP, Thrush,NRTV). Simulations show that a large range of (Thrush,VoIP, Thrush,NRTV)
slightly affects user satisfaction (Thrush,VoIP ≤ 40% and Thrush,NRTV ≤ 90%).
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Fig. 4. Scenario B (mixed real-time traffic): sensitivity of HYGIENE performance on rushing
threshold design.

We also looked for the quasi-optimal range of Thrush,VoIP and Thrush,NRTV in the single traffic
scenario. We observed that user satisfaction for VoIP UEs is not affected if Thrush,VoIP ≥ 20%
and, for NRTV UEs is constant for any Thrush,NRTV value.

6.2 Coupling of priority scheduling with multi-user re-scheduler
In this section we investigate the effectiveness of coupling a priority packet scheduler
with a well designed multi-user re-scheduler. To this aim, we compare the performance of
three classical priority packet scheduling algorithms (MCI, PF and EDF) coupled with 1-bit
persistent, 1-bit hyperactive and 2-bit lazy frequency re-schedulers. Performance is compared in
terms of maximum achievable system capacity, PERres cumulative density function (CDF)
and chunk re-allocation cost for the system and traffic models presented in section 3. Results
obtained for 1-bit persistent, 1-bit hyperactive and 2-bit lazy re-schedulers are respectively
plotted with orange, red and blue colors.
On figures 5, 6 and 7 we compare the pairs of priority and re-schedulers in terms of maximum
achievable system capacity respectively with rxtxmax = 1 and rxtxmax = 2. To evaluate
the maximum achievable cell traffic load we use the metrics defined in (TR25.814, 2006) and
updated in (TSG-RAN1#48, 2007). On figure 5 we show our simulation results for VoIP traffic
with rxtxmax = 1 and matrix-based chunk allocation. With this scheduling configuration 1-bit
hyperactive or 2-bit lazy performs the same, outperforming persistent re-scheduling respectively
of 120%, 135% and 150% with PF, EDF and MCI packet schedulers. Best performance is
obtained coupling EDF with 1-bit hyperactive or 2-bit lazy, having a cell capacity of 400 UE.
When using the HYGIENE scheduler (not plotted here), we observed the same conclusions:
HYGIENE with 1-bit hyperactive and 2-bit lazy reached a cell capacity of 420 UE while
HYGIENE with persistent rescheduling only achieved a cell capacity of 170 UEs. We also
investigated two other scheduling scenarios when rxtxmax = 1: VoIP traffic with sequential
chunk allocation and, NRTV traffic with both chunk allocation scheduling. We did not plot our
simulation results for these scenarios because in both cases QoS constraints are not met.
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On figure 6 we show our simulation results for VoIP traffic with rxtxmax = 2 and sequential
chunk allocation. With this scheduling configuration system capacity improvement obtained
with 2-bit lazy instead of the other two re-schedulers is significant: capacity is multiplied
by 2.6 even with respect to the hyperactive scheme. Again, best performance is obtained
for the pair EDF and 2-bit lazy, having the maximum system capacity of 540 UEs. 2-bit lazy
outperforms 1-bit hyperactive when chunk allocation is sequential since in this case chunk
allocation is less effective (chunk search is not exhaustive) and can even introduces additional
errors. It can happen that when a retransmission is scheduled, the new pair user-chunk(s) can
be associated to a higher error probability. 2-bit lazy is more robust to such error since chunks
are not reallocated when outage does not occur. On the contrary, with matrix-based chunk
allocation, an exhaustive search of the best user-chunk(s) pair is done. As a consequence, this
phenomenon disappears and 1-bit hyperactive performs as 2-bit lazy. Furthermore our results
show how performance of non real-time QoS based schedulers (e.g. MCI) can be significantly
improved with 2-bit lazy re-scheduler.
On figure 7 we show our simulation results for NRTV traffic with rxtxmax = 2 and matrix-based
chunk allocation. Gains between persistent and lazy retransmission schedulers are respectively
equal to 5%, 6.3% and 7% with PF, EDF and MCI packet schedulers. As for the above scenarios,
best performance is obtained with EDF priority scheduling, having the maximum system
capacity of 120 NRTV UEs when retransmissions are rescheduled with 2-bit lazy or 1-bit
hyperactive. Note that even when same performance is obtained with 1-bit hyperactive and
2-bit lazy re-schedulers, complexity is significantly reduced by 2-bit lazy as it will be discussed
later. Dealing with our HYGIENE scheduler (not plotted here), it achieves quite the same
performance as the ones obtained with EDF, with a slight gain for 1-bit hyperactive and 1-bit
persistent (cell capacity of 120 UEs instead of 117 UEs).
On figure 8 the three re-schedulers coupled with sequential chunk allocation are compared in
terms of PERres CDF for 180 VoIP traffic activity. The priority scheduler is the MCI and
rxtxmax = 3. VoIP traffic QoS constraints impose a target of PERres < 0.02 for at least 95%
of users. Simulation results show how, while 1-bit persistent re-scheduler cannot guarantee
such QoS requirements, both 1-bit hyperactive and 2-bit lazy re-schedulers do: 95% of users
have respectively a PERres of 2.6 · 10−1, 6 · 10−3 and 2.8 · 10−3. Therefore 2-bit lazy has best
performance also in terms of PERres CDF.
On table 2 we compare 1-bit hyperactive and 2-bit lazy re-schedulers in terms of chunk
re-computation ratio (η), which is the percentage of chunk re-allocation per information
packet. We compute η for the three re-schedulers as follows:

Persistent: chunk re-allocation is never done, η = 0;

Hyperactive: since chunk re-allocation is done for all NACK packets, η is the ratio between
the sum of all NACKs and the sum of all transmitted information packets;

Lazy outage: since chunk re-allocation is done only for NACKout packets, η is the ratio
between the sum of NACKout and the sum of all transmitted information packets.

Note that re-scheduling is activated only if the number of retransmissions does not exceed
rxtxmax.
Numerical results on table 2 are reported for matrix based chunk-allocation and rxtxmax = 2. We
verify that while PERres and capacity are at least not degraded (often improved, see figures 5,
6, 7 and 8) by 2-bit lazy re-scheduling, 1-bit hyperactive does chunk re-computation more often.
For instance, coupling MCI with 1-bit hyperactive we observe respectively for VoIP and NRTV
traffics η = 7.3% and η = 9.5%. Coupling MCI with 2-bit lazy, the re-computation ratio is
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Fig. 5. rxtxmax = 1: VoIP traffic. Comparison of 1-bit persistent, 1-bit hyperactive and 2-bit
lazy frequency re-schedulers coupled with PF, MCI and EDF schedulers plus matrix-based
chunk allocation

Fig. 6. rxtxmax = 2: VoIP traffic. Comparison of 1-bit persistent, 1-bit hyperactive and 2-bit
lazy frequency re-schedulers coupled with PF, MCI and EDF schedulers plus sequential chunk
allocation

approximately divided by 10 for VoIP and by 5 for NRTV traffics. Indeed, 2-bit lazy permits
to notably reduce chunk re-allocation costs since it recomputes chunk allocation merely for
NACKout packets. Comparing 2-bit lazy with 1-bit persistent, which is a very low complexity
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Fig. 7. rxtxmax = 2: NRTV traffic. Comparison of 1-bit persistent, 1-bit hyperactive and 2-bit
lazy frequency re-schedulers coupled with PF, MCI and EDF schedulers plus matrix-based
chunk allocation
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Fig. 8. rxtxmax = 3: VoIP traffic. CDF of the residual PER for 180 UE/sector. Comparison of
1-bit persistent, 1-bit hyperactive and 2-bit lazy frequency re-schedulers coupled with MCI
scheduler and sequential chunk allocation

chunk allocation re-scheduler, 2-bit lazy notably performs best in terms of both maximum
achievable system capacity and PERres at the expense of very small additional complexity
cost.
Chunk re-computation ratio can be further reduced by 4 when NACKout detection is based on
accumulative mutual information as suggested at the end of section 5. For the same simulation
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scenario of table 2, the re-computation ratio is 0.12% for (MCI, VoIP) and 0.98% for (EDF,
NRTV).

Scheduler re-scheduler VoIP NRTV

PF 1-bit hyperactive 7.2% 9.1%
PF 2-bit lazy 0.6% 1.4%

MCI 1-bit hyperactive 7.3% 9.5%
MCI 2-bit lazy 0.5% 1.7%
EDF 1-bit hyperactive 7.6% 12.7%
EDF 2-bit lazy 0.8% 2.8%

Table 2. Chunk re-computation ratio

7. Conclusions and future research

In this chapter we have first presented an overview of currently investigated radio
resource management solutions for OFDMA-based wireless cellular networks. We discussed
advantages and weaknesses of main reference scheduling algorithms such as MCI, PF,
MLWDF and EDF, in a system that implements a realistic OFDMA air interface based on
the 3GPP/LTE downlink specifications where non full buffer traffic and a limited number
of control channel per TTI were assumed. We focused our investigation on real-time,
non real-time and coexisting real-time and non real-time traffic scenarios. We underlined
that while EDF does not profit from multi-user diversity, MCI and PF schedulers target
at maximizing the cell throughput regardless of the user’s QoS constraints. Then we
concentrated on the combining of FDPS and retransmission schedulers. We come out with
two proposals.
First, we defined a novel scheduling algorithm, the HYGIENE scheduler. HYGIENE splits
the resource allocation process in three steps: first, it identifies which entities (UE or packets)
must be scheduled with high priority; second, it deals with rushing entities; third, remaining
resources (if any) are allocated to users with highest momentary throughput. We evaluate
the effectiveness of the proposed HYGIENE scheduler comparing it with the above reference
schedulers. Our simulations substantiate how HYGIENE is a highly flexible and effective
scheduler for a variety of traffic scenarios.
Second, we proposed a simple re-scheduling algorithm to efficiently deal with
retransmissions. We propose that the re-scheduler checks, before reallocating chunks for
NACK packet, if correct packet decoding is theoretically possible given the momentary
channel instance and the pair (MCS, allocated chunk set). We base our re-scheduling strategy
on the pair of information: channel outage instances and simple decoding errors (CRC).
Thus, the re-scheduler recomputes the chunk allocation only for packets for which previous
NACK transmission was in outage. The proposed method permits to reduce the residual
PER while reducing the average number of retransmissions and increasing the overall cell
capacity. Performance obtained is very favorable. We have better or equal performance
than 1-bit hyperactive re-scheduling while notably reducing the retransmission algorithm
complexity. Furthermore, our results show how performance of non real-time QoS oriented
schedulers (such as MCI and PF) can be significantly improved adopting the proposed 2-bit
lazy re-scheduler, especially with VoIP traffic flows. We have also shown by simulation that the
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combination of both proposals (HYGIENE and smart re-scheduler) is an appealing solution
to deal with real traffic and HARQ mechanisms.
Further work will focus on the combination of our proposals with CQI feedback schemes in
order to assess the robustness of our proposals with respect to partial and inaccurate CQI
reporting schemes.
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1. Introduction

Employing multiple antennas at both the transmitter and the receiver linearly boosts
the channel capacity by min (nT , nR), where nT and nR are the number of transmit and
receive antennas, respectively A. Telatar (1999). Multiple-Input Multiple-Output (MIMO)
technologies are classified into three categories: (i) MIMO diversity, (ii) MIMO Spatial
Multiplexing (MIMO-SM) and (iii) beamforming that will not be addressed here since it
particularly deals with transmitter algorithms. MIMO diversity techniques are deployed
to increase the reliability of communications by transmitting or receiving multiple copies
of the same signal at different resource entities of the permissible dimensions, i.e., time,
frequency, or space. In contrast, the target of MIMO-SM is to increase the capacity of the
communication channel. To this end, independent symbols are transmitted simultaneously
from the different transmit antennas. Due to its attracting implementation advantages, Vertical
Bell Laboratories Layered Space-Time (V-BLAST) transmitter structure is often used in the
practical communication systems P. Wolniansky, G. Foschini, G. Golden, and R. Valenzuela
(1998).
In 3GPP Long Term Evolution-Advanced (3GPP LTE-A) 3GPP (2009), the challenge of
de-multiplexing the transmitted symbols via SM techniques, i.e. detection techniques,
stands as one of the main limiting factors in linearly increasing system’s throughput
without requiring additional spectral resources. The design of detection schemes with high
performance, low latency, and applicable computational complexity is being a challenging
research topic due to the power and latency limitations of the mobile communication
systems M. Mohaisen, H.S. An, and K.H.Chang (2009).

1.1 System model and problem statement
We consider a MIMO-SM system employing nT transmit antennas and nR receive antennas,
where nT ≤ nR P. Wolniansky, G. Foschini, G. Golden, and R. Valenzuela (1998). The
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simultaneously transmitted symbols given by the vector x ∈ ΩnT
C

are drawn independently
from a Quadrature Amplitude Modulation (QAM) constellation, where ΩC indicates the
constellation set with size |ΩC |.
Under the assumption of narrow-band flat-fading channel, the received vector r ∈ CnR is
given by:

r = Hx + n, (1)

where n ∈ CnR is the Additive White Gaussian Noise (AWGN) vector whose elements are
drawn from i.i.d. circularly symmetric complex Gaussian processes with mean and variance
of zero and σ2

n , respectively. H ∈ CnR×nT denotes the complex channel matrix whose element
Hi,j ∼ CN (0, 1) is the channel coefficient between the j-th transmit antenna and the i-th
receive antenna.
Working on the transmitted vector x, H generates the complex lattice

L(H) =
{

z = Hx|x ∈ ΩnT
C

}
=

{
x1H1 + x2H2 + · · ·+ xnT HnT |xi ∈ ΩnT

C

}
, (2)

where the columns of H, {H1, H2, · · · , HnT}, are known as the basis vectors of the lattice
L ∈ CnR L. Lovász (1986). Also, nT and nR refer to the rank and dimension of the lattice L,
respectively, where the lattice is said to be full-rank if nT = nR.

(a) (b)

Fig. 1. Examples of 2-dimensional real lattices with orthogonal bases (a) and correlated bases
(b).

Figure 1(a) shows an example of a 2-dimensional real lattice whose basis vectors are H1 =
[0.39 0.59]T and H2 = [−0.59 0.39]T , and Figure 1(b) shows another example of a lattice with
basis vectors H1 = [0.39 0.60]T and H2 = [0.50 0.30]T . The elements of the transmitted vector
x are withdrawn independently from the real constellation set {−3,−1, 1−, 3}. Herein we
introduce the orthogonality defect od which is usually used as a measure of the orthogonality of
the lattice basis:

od =
∏nT

i=1 ‖Hi‖
|det{H} | , (3)

where det{·} refers to determinant and od ≥ 1. The od of the lattices depicted in Figure 1(a)
and Figure 1(b) are 1 and 2.28, respectively. This indicates that the first set of basis vectors is
perfectly orthogonal while the second set is correlated, which implies inter-layer interferences
and induces the advantage of joint detectors among others. The form of the resulting Voronoi
regions of the different lattice points, an example is indicated in gray in Figure 1, also indicates
the orthogonality of the basis; when the basis vectors are orthogonal with equal norms, the
resulting Voronoi regions are squares, otherwise different shapes are obtained.
In light of the above and from a geometrical point of view, the signal detection problem is
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Fig. 2. Block diagram of the linear detection algorithms.

defined as finding the lattice point ẑ = Hx̂, such that ‖r− ẑ‖2 is minimized, where ‖·‖ is the
Euclidean norm and x̂ is the estimate of the transmitted vector x.

1.2 Maximum-likelihood detection
The optimum detector for the transmit vector estimation is the well-known
Maximum-Likelihood Detector (MLD) W. Van Etten (1976). MLD employs a brute-force search
to find the vector xk such that the a-posteriori probability P {xk | r} , k = 1, 2, · · · , |ΩC |nT , is
maximized; that is,

x̂ML = arg max
x∈ΩnT

C

(P {xk|r}) . (4)

After some basic probability manipulations, the optimization problem in (4) is reduced to:

x̂ML = arg max
x∈ΩnT

C

(p (r|xk)) , (5)

where p (r|xk) is the probability density function of r given xk. By assuming that the elements
of the noise vector n are i.i.d. and follow Gaussian distribution, the noise covariance matrix
becomes Σn = σ2

nInR . As a consequence, the received vector is modelled as a multivariate
Gaussian random variable whose mean is (Hxk) and covariance matrix is Σn. The optimization
problem in (5) is rewritten as follows:

x̂ML = arg max
x∈ΩnT

C

(
1

πnR det (Σ)
exp−(r−Hxk)

HΣ−1
n (r−Hxk)

)
= arg min

x∈ΩnT
C

(
‖r−Hxk‖2

)
. (6)

This result coincides with the conjuncture based on the lattice theory given in section 1.1.
The computational complexity of the MLD is known to be exponential in the modulation
set size |ΩC | and the number of transmit antennas nT . For mobile communications systems,
which are computational complexity and latency limited, MLD becomes infeasible. In the
following Sections, we review the conventional sub-optimal detection algorithms J. Wang,
and B. Daneshrad (2005), and analyse their advantages and inconveniences.

2. Linear detection algorithms

The idea behind linear detection schemes is to treat the received vector by a filtering matrix
W, constructed using a performance-based criterion, as depicted in Figure 2 A. Paulraj, R.
Nabar, and D. Gore (2003), C. Windpassenger (2004), B. Schubert (2006). The well known
Zero-Forcing (ZF) and Minimum-Mean Square Error (MMSE) performance criteria are used
in the Linear ZF (LZF) and MMSE (LMMSE) detectors.
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Fig. 3. Geometrical representation of the linear zero-forcing detection algorithm.

2.1 Linear Zero-Forcing detector
LZF detector treats the received vector by the pseudo-inverse of the channel matrix, resulting
in full cancellation of the interference with colored noise. The detector in matrix form is given
by:

WZF =
(

HHH
)−1

HH , (7)

where (·)H is the Hermitian transpose.
Figure 3 depicts a geometrical representation of the LZF detector. Geometrically, to obtain the
k-th detector’s output, the received vector is processed as follows:

x̃k = wkr =

(
H⊥

k

)H

∥∥H⊥
k

∥∥2 r = xk + μk, (8)

where wk is the k-th row of W, H⊥
k is the perpendicular component of Hi on the interference

space, and μk equals wkn. Note that H⊥
k equals

(
Hk −H||

k

)
, where H||

k is the parallel
component of Hk to the interference subspace. Then, the mean and variance of the noise μk at
the output of the LZF detector are 0 and ‖wk‖2 σ2

n , respectively. When the channel matrix is

ill-conditioned, e.g., if a couple or more of columns of the channel matrix are correlated, H||
k

becomes large, and the noise is consequently amplified.

2.2 Linear minimum-mean square error detector
To alleviate the noise enhancement problem induced by the ZF equalization, the LMMSE
can be used. The LMMSE algorithm optimally balances the residual interference and noise
enhancement at the output of the detector. To accomplish that, the filtering matrix WMMSE is
given by:

WMMSE = arg min
G

(
E
[
‖Gr− x‖2

])
, (9)

where E[·] denotes the expectation. Due to the orthogonality between the received vector and
the error vector given in (9), we have:

E
[
(WMMSEr− x) rH

]
= 0, (10)
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Fig. 4. Uncoded BER as a function of Eb/N0, Complex Rayleigh 4× 4 MIMO channel, LZF,
LMMSE and ML detectors, QPSK modulations at each layer.

and by extending the left side of (10), it directly follows that:

WMMSE =
(

Φ−1
xx + HHΦ−1

nn H
)−1

HHΦ−1
nn =

(
HHH +

σ2
n

σ2
x

InT

)−1

HH , (11)

where Φnn equals σ2
nI and Φxx equals σ2

xI are the covariance matrices of the noise and
the transmitted vectors, respectively. Theoretically, at high Signal-to-noise Ratio (SNR), the
LMMSE optimum filtering converges to the LZF solution. However, we show in M. Mohaisen,
and K.H. Chang (2009b) that the improvement by the LMMSE detector over the LZF detector
is not only dependent on the plain value of the noise variance, but also on how close σ2

n
is to the singualr values of the channel matrix. Mathematically, we showed that the ratio
between the condition number of the filtering matrices of the linear MMSE and ZF detectors
is approximated as follows:

cond(WMMSE)
cond(WZF)

≈ 1 + σ2
n/σ2

1 (H)
1 + σ2

n/σ2
N(H)

, (12)

where σ1 and σN are the maximal and minimal singular values of the channel matrix H, and
σ2
n is the noise variance. Also, cond(A) = (σ1(A)/σN(A)) is the condition number that attains

a minimum value of one for orthogonal A.
Figure 4 shows the Bit Error Rate (BER) of the linear detection algorithms in 4 × 4 MIMO
multiplexing system, using 4-QAM signalling. Although the BER performance of LMMSE is
close to that of MLD for low Eb/N0 values, the error rate curves of the two linear detection
algorithms have a slope of −1, viz., diversity order equals one, whereas the diversity order of
the MLD equals nR = 4.

3. Decision-feedback detection

3.1 Introduction
Although linear detection approaches are attractive in terms of computational complexity,
they lead to degradation in the BER performance, due to independent detection of x
components. Superior performance can be obtained if non-linear approaches are employed,
as in the Decision-Feedback Detection (DFD) algorithms. In DFD approach, symbols are
detected successively, where already-detected components of x are subtracted out from the
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Fig. 5. Uncoded BER as a function of Eb/N0, Complex Rayleigh 4× 4 MIMO channel,
Assorted ZF-VB, Sorted ZF-VB, Assorted MMSE-VB, Sorted MMSE-VB and ML detectors,
QPSK modulations at each layer.

received vector. This leads to a system with fewer interferers. In the following two sections,
we introduce two categories of DFD algorithms.

3.2 The V-BLAST detection algorithm
In V-BLAST, symbols are detected successively using the aforementioned linear detection
approaches. At the end of each iteration, the already-detected component of x is subtracted
out from the received vector P. Wolniansky, G. Foschini, G. Golden, and R. Valenzuela
(1998), S. Haykin, and M. Moher (2005). Also, the corresponding column of the matrix H is
removed. When decision-feedback approach is used, error propagation becomes a challenging
issue. Therefore, the order in which symbols are detected has a great impact on the system
performance.
The idea behind the ZF-based V-BLAST (ZF-VB) algorithm is to detect the components of x
that suffer the least noise amplification at first. For the first decision, the pseudo-inverse, i.e.,
W equals H†, of the matrix H is obtained. By assuming that the noise components are i.i.d and
that noise is independent of x, then the row of W with the least Euclidean norm corresponds
to the required component of x. That is k1 = arg minj (‖wj‖2) and x̃k1

= wk1
r(1), where r(1)

= r, the superscript indicates the iteration number, and x̂k1
= QΩC

(x̃k1
) is the decision for the

k1-th component of x. The interference due to the k1-th symbol is then cancelled out as follows:
r(2) = r(1) − x̂k1

Hk1
and H(2) =

[· · · , Hk1−1, Hk1+1, · · · ]. This strategy is repeated up to the
last component of x.
In analogy with the linear detection approaches, MMSE-based V-BLAST (MMSE-VB)
improves the BER performance, by alleviating the noise enhancement problem. Therefore,
the filtering matrix G(i) at the i-th iteration is given by:

G(i) =
(

HH(i)
H(i) +

σ2
n

σ2
x

I
)−1

HH(i)
, (13)

rather than H(i)† in the case of ZF-VB.
Figure 5 shows the BER performance of the V-BLAST for several detection algorithms.
In the assorted V-BLAST schemes, the symbols are detected in an ascending order, i.e.,
x1, x2, · · · , xnT , without considering their noise conditions. Obviously, signal ordering leads to
improvements for both the ZF-VB and MMSE-VB algorithms, and the improvement is larger
in the case of the MMSE-VB algorithm. We note also that the diversity order of the MMSE-VB
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is larger than 1, unlike the other V-BLAST algorithms which have a diversity order close to
1. This indicates less error propagation in the case of MMSE-VB, compared to other V-BLAST
detection algorithms.
The computational complexity of the BLAST detection algorithm, both ZF-VB and
MMSE-VB, is O(n4), which is infeasible due to power and latency limitations of the
mobile communication systems. Although several techniques were proposed to reduce the
complexity of the BLAST detection algorithm, it is still complex B. Hassibi (2000); H. Zhu, Z.
Lei, and F. Chin (2004); J. Benesty, Y. Huang, and J. Chen (2003).

3.3 QR Decomposition-based detection-feedback detection
The DFD scheme, that lies in the QR Decomposition (QRD) of the channel matrix S. Aubert,
M. Mohaisen, F. Nouvel, and K.H. Chang (2010), requires only a fraction of the computational
efforts required by the V-BLAST detection algorithm D. Shiu, and J. Kahn (1999). This is
why QRD-based DFD (QRD-DFD) is preferable for power and latency limited wireless
communication systems.
In QRD-DFD, the channel matrix is decomposed into the multiplication of a unitary matrix
Q ∈ CnR×nT , i.e., QHQ = InT , and an upper triangular matrix R ∈ CnT×nT ; that is H = QR.
Then, the received vector is multiplied by the Hermitian transpose of Q, we have

y = Rx + v = (D + B) x + v, (14)

where y = QHr and v = QHn. Note that the noise statistics does not changeable due to
the orthogonality of Q. The matrix D is a diagonal matrix whose diagonal elements are the
diagonal elements of R, and B is strictly upper triangular matrix. As a consequence, the MIMO
system becomes spatially causal which implies that:

yk = Rk,k x̃k +
nT

∑
i=k+1

Rk,j x̂i, (15)

where x̃k is a candidate symbol and x̂k is the estimate, both for the k−th component of x.
Therefore,

x̂k = QΩC

(
yk −∑nT

i=k+1 Rk,j x̂i

Rk,k

)
. (16)

Note that due to the structure of the matrix R, the last component of x, i.e., xnT , is
interference-free, hence, it can be detected first. Already-detected component of x is cancelled
out to detect the following component. This technique is repeated up to the first component of
x, i.e., x1 D. Wübben, R. Böhnke, J. Rinas, V. Kühn, and K.-D. Kammeyer (2001); D. Wübben,
R. Böhnke, V. Kühn, and K.-D. Kammeyer (2003); M. Mohaisen, and K.H. Chang (2009a).
Fig. 6 depicts the detailed QRD-based detection algorithm (ZF-QRD). Note that the feedback
loop is equivalent to (D + B)−1 = R−1. Figure 7 depicts the BER performance of the the
QRD-based DFD algorithms. The MMSE-SQRD algorithm has the best performance but its
diversity order converges to unity for high Eb/N0 values.
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4. Tree-search detection

Several tree-search detection algorithms have been proposed in the literature that achieve
quasi-ML performance while requiring lower computational complexity. In these techniques,
the lattice search problem is presented as a tree where nodes represent the symbols’
candidates. In the following, we introduce three tree-search algorithms and discuss their
advantages and drawbacks.

4.1 Sphere Decoder
The Sphere Decoder (SD) was proposed in the literature to solve several lattice search
problems J. Boutros, N. Gresset, L. Brunel, and M. Fossorier (2003). Based on Hassibi and
Vikalo analysis, SD achieves quasi-ML performance with polynomial average computational
complexity for large range of SNR B. Hassibi, and H. Vikalo (2001). Hence, instead of testing all
the hypotheses of the transmitted vector, SD restricts the search in (6) to the lattice points that
reside in the hypersphere of radius d and implicitly centred at the unconstrained ZF estimate.
Therefore,

x̂SD = arg min
x∈ΩnT

C

(
‖r−Hx‖2 ≤ d2

)
. (17)

The order in which hypotheses are tested at each detection level is defined by the employed
search strategy, namely Fincke-Pohst (FP) U. Fincke, and M. Pohst (1985) or Schnorr-Euchner
(SE) C. Schnorr, and M. Euchner (1994) strategies. SE strategy orders, and then examines,
the hypotheses based on their Euclidean distance from the unconstrained ZF solution; closer
hypothesis is tested first. On the other hand, FP strategy tests the hypotheses at each layer
without considering the distance from the unconstrained ZF solution. That is why FP strategy
leads to higher computational complexity. Figure 8 shows the details of these two strategies for
6-Pulse Amplitude Modulation (PAM) constellation where ẑi is the unconstrained ZF solution
of the i−th transmitted symbol and the numbers under the constellation points represent the
order in which hypotheses are tested. It is clear that employing SE strategy leads to reduction
in the complexity since the most probable hypothesis for any considered layer, independently
of others, is tested first.

It could be shown that the BER performance of the SD coincides with that of the optimum
detector. However, some drawbacks remain. In particular, the complexity of SD is variable
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Fig. 8. Search strategies employed by the sphere decoder FP strategy (a) and SE strategy (b).

and depends on the conditionality of the channel matrix and the noise variance, where the
worst-case complexity of SD is consequently comparable with that of MLD. That is, the
worst-case complexity of SD is exponential. In fact, Jalden and Otterson have shown in J.
Jaldén, and B. Ottersten (2005) that even the average complexity of SD is exponential for a
fixed SNR value. Also, the SD has a sequential nature because it requires the update of the
search radius at every time a new lattice point with smaller accumulative metric is found.
This limits the possibility of parallel processing and hence reduces the detection throughput,
i.e., increases the detection latency.
To fix the complexity of the detection stage and allow a parallel processing, the QRD
with M-algorithm (QRD-M) has been proposed. The QRD-M algorithm and several related
complexity reduction techniques are introduced in the following sections. Also, it is
equivalently denoted as the K-Best.

4.2 QRD-M detection algorithm
In the QRD-M detection algorithm, only a fixed number, M, of symbol candidates is retained
at each detection level J. Anderson, and S. Mohan (1984); K.J. Kim, J. Yue, R.A. Iltis, and
J.D. Gibson (2005). At the first detection level, the root node is extended to all the possible
candidates of xnT , the accumulative metrics of the resulting branches are calculated and
the best M candidates with the smallest metrics are retained for the next detection level.
At the second detection level, the retained M candidates at the previous level are extended
to all possible candidates. The resulting (|ΩC | × M) branches are sorted according to their
accumulative metrics where the M branches with the smallest accumulative metrics are
retained for the next detection level. This strategy is repeated down to the last detection level.
By employing the QRD-M strategy, near-ML BER performance are reached for a sufficient M
value, as depicted in Figure 9, while the computational complexity of the detection algorithm
becomes fixed and only dependent on the size of the modulation set |ΩC | and the number of
transmit antennas nT . It also makes a parallel implementation possible. Note that the overall
number of visited nodes by the QRD-M algorithm = (|ΩC |+ (nT − 1)× |ΩC | ×M).
Although the conventional QRD-M has a fixed complexity which is an advantage, it does not
take into consideration the noise and channel conditions. Thus, unnecessary computations are
usually done when the channel is well-conditioned and the signal to noise ratio is high. Also,
for high |ΩC | and nT , the computational complexity of the QRD-M algorithm becomes high,
where as a consequence the detection latency increases.
In order to solve this point, several algorithms have been proposed in the literature. A
solution that lies on applying a variable M has been widely studied and is denoted as
the dynamic QRD-M algorithm. It offers promising performance results in the case of a
SQRD pre-processing step. These algorithms reduce the number of retained candidates at
each detection level with tolerable degradation in the performance H. Kawai, K. Higuchi, N.
Maeda, and M. Sawahashi (2006); K. Jeon, H. Kim, and H. Park (2006); M. Mohaisen, and K.H.
Chang (2010) and references therein. In M. Mohaisen, K.H. Chang, and B.T. Koo (2009), two

79
From Linear Equalization to Lattice-Reduction-Aided Sphere-Detector as an
Answer to the MIMO Detection Problematic in Spatial Multiplexing Systems



0 5 10 15 20 25 30
10−5

10−4

10−3

10−2

10−1

Eb/N0

U
nc

od
ed

BE
R

QRD-M, M=1
QRD-M, M=2
QRD-M, M=3
QRD-M, M=4
ML

Fig. 9. Uncoded BER as a function of Eb/N0, Complex Rayleigh 4× 4 MIMO channel,
QRD-M algorithm for multiple M values and ML detectors, QPSK modulations at each layer.

algorithms have been proposed, that in addition of reducing the computational complexity of
the QRD-M algorithm, they either reduce the processing delay by parallelizing the detection
stage or reduce the hardware requirements by iteratively processing the QRD-M algorithm.
While a variable M also implies a variable computational complexity, a particular case has to
be introduced.

4.3 Fixed-complexity sphere decoder
Fixed-complexity Sphere Decoder (FSD) was proposed by Barbero et al. to overcome the
aforementioned drawbacks of SD. FSD achieves a quasi-ML performance by performing the
following two-stage tree search L. Barbero, and J. Thompson (2008a;b):

• Full expansion: In the first p levels, a full expansion is performed, where all symbols
replicas candidates are retained to the following levels;

• Single expansion: A single expansion of each retained branch is done in the remaining
(nT − p) levels, where only the symbol replica candidate with the lowest accumulative
metric is considered for next levels.

Because all possible symbols candidates are retained in the first p levels, the reliability of
signals detected in these levels does not affect the final detection performance compared to
MLD. Therefore, signals with the least robustness are detected in the full expansion stage. On
the other hand, in the remaining (nT − p) levels, signals are sorted based on their reliability,
where signals with the least noise amplification are detected first. In the conventional FSD, the
V-BLAST algorithm is employed to obtain the required signal ordering by the FSD.
Figure 10 depicts the BER performance of the FSD for p = 1 in 4×4 MIMO-SM system using
4-QAM. Results show that the ordering has a crucial effect on the the performance of the FSD.
For instance, both the performance and the attained diversity order are degraded when the
ordering stage is skipped or when a non-optimal signal ordering is used. A low complexity
FSD ordering scheme that requires a fraction of the computations of the V-BLAST scheme was
proposed in M. Mohaisen, and K.H. Chang (2009a), where a close to optimum performance
was achieved by embedding the sorting stage in the QR factorization of the channel matrix.

4.4 MMSE-centred sphere decoder
The SD principle may be extended. By defining the Babai point - only in the case of a
depth-first search algorithm - as the first obtained solution by the algorithm, the induced
Babai point in this case is implicitly a ZF-QRD. In the case of a QRD-M algorithm, this
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definition is extended and is considered as the solution that would be directly reached,
without neighborhood study. Another useful notation that has to be introduced is the sphere
search around the center search xC, namely the signal in any equation of the form ‖xC − x‖2 ≤
d2, where x is any possible hypothesis of the transmitted vector x, which is consistent with the
equation of an (nT − 1)− sphere.
Classically, the SD formula is centred at the unconstrained ZF solution and the corresponding
detector is denoted in the sequel as the naïve SD. Consequently, a fundamental optimization
may be considered by introducing an efficient search center that results in an already
close-to-optimal Babai point. In other words, to obtain a solution that is already close to the
ML solution. This way, it is clear that the neighborhood study size can be decreased without
affecting the outcome of the search process. In the case of the QRD-M algorithm, since the
neighborhood size is fixed, it will induce a performance improvement for a given M or a
reduction of M for a given target BER.
The classical SD expression may be re-arranged, leading to an exact formula that has been
firstly proposed by Wong et al., aiming at optimizations for a VLSI implementation through
an efficient Partial Euclidean distance (PED) expression and early pruned nodes K.-W. Wong,
C.-Y. Tsui, S.-K. Cheng, and W.-H. Mow (2002):

xZF−DFD = argmin
x∈ΩnT

C

‖ReZF‖2, (18)

where eZF = xZF − x and xZF = (HHH)−1HHr. Equation (18) clearly exhibits the point that
the naïve SD is unconstrained ZF-centred and implicitly corresponds to a ZF-QRD procedure
with a neighborhood study at each layer.
The main idea proposed by B.M. Hochwald, and S. ten Brink (2003); L. Wang, L. Xu, S. Chen,
and L. Hanzo (2008); T. Cui, and C. Tellambura (2005) is to choose a closer-to-ML Babai point
than the ZF-QRD, which is the case of the MMSE-QRD solution. For sake of clearness with
definitions, we say that two ML equations are equivalent if the lattice points argument outputs
of the minimum distance are the same, even in the case of different metrics. Two ML equations
are equivalent iff:

argmin
x∈ΩnT

C

{‖r−Hx‖2} = argmin
x∈ΩnT

C

{‖r−Hx‖2 + c}, (19)

where c is a constant.
In particular, Cui et al. T. Cui, and C. Tellambura (2005) proposed a general equivalent
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minimization problem: x̂ML = argmin
x∈ΩnT

C

{‖r −Hx‖2 + αxHx}, by noticing that signals x have

to be of constant modulus. This assumption is obeyed in the case of QPSK modulation and is
not directly applicable to 16-QAM and 64-QAM modulations, even if this assumption is not
limiting since a QAM constellation can be considered as a linear sum of QPSK points T. Cui,
and C. Tellambura (2005).
This expression has been applied to the QRD-M algorithm by Wang et al. in the case of the
unconstrained MMSE-center which leads to an MMSE-QRD procedure with a neighborhood
study at each layer L. Wang, L. Xu, S. Chen, and L. Hanzo (2008). In this case, the equivalent
ML equation is rewritten as:

x̂ML = argmin
x∈ΩnT

C

(xC − x)H
(

HHH + σ2I
)

(xC − x) . (20)

Through the use of the Cholesky Factorization (CF) of HHH + σ2I = UHU in the MMSE case
(HHH = UHU in the ZF case), the ML expression equivalently rewrites:

x̂ML = argmin
x∈ΩnT

C

(x̃− x)H UHU (x̃− x) , (21)

where U is upper triangular with real elements on diagonal and x̃ is any (ZF or MMSE)
unconstrained linear estimate.

5. Lattice reduction

For higher dimensions, the ML estimate can be provided correctly with a reasonable
complexity using a Lattice Reduction (LR)-aided detection technique.

5.1 Lattice reduction-aided detectors interest
As proposed in H. Yao, and G.W. Wornell (2002), LR-Aided (LRA) techniques are used
to transform any MIMO channel into a better-conditioned (short basis vectors norms and
roughly orthogonal) equivalent MIMO channel, namely generating the same lattice points.
Although classical low-complexity linear, and even (O)DFD detectors, fail to achieve full
diversity as depicted in D. Wübben, R. Böhnke, V. Kühn, and K.-D. Kammeyer (2004), they
can be applied to this equivalent (the exact definition will be introduced in the sequel)
channel and significantly improve performance C. Windpassinger, and R.F.H. Fischer (2003). In
particular, it has been shown that LRA detectors achieve the full diversity C. Ling (2006);
M. Taherzadeh, A. Mobasher, and A.K. Khandani (2005); Y.H. Gan, C. Ling, and W.H. Mow
(2009). By assuming i < j, Figure 11 depicts the decision regions in a trivial two-dimensional
case and demonstrates to the reader the reason why LRA detection algorithms offer better
performance by approaching the optimal ML decision areas D. Wübben, R. Böhnke, V. Kühn,
and K.-D. Kammeyer (2004). From a singular value theory point of view, when the lattice basis
is reduced, its singular values becomes much closer to each other with equal singular values
for orthogonal basis. Therefore, the power of the system will be distributed almost equally
on the singular values and the system become more immune against the noise enhancement
problem when the singular values are inverted during the equalization process.
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Fig. 11. Undisturbed received signals and decision areas of (a) ML, (b) LD, (c) DFD, (d)
LRA-LD and (e) LRA-DFD D. Wübben, R. Böhnke, V. Kühn, and K.-D. Kammeyer (2004).

5.2 Summary of the lattice reduction algorithms
To this end, various reduction algorithms, namely the optimal (the orthogonality is
maximized) but NP-hard Minkowski B.A. Lamacchia (1991), Korkine-Zolotareff B.A.
Lamacchia (1991) algorithms E. Agrell , T. Eriksson, A. Vardy, and K. Zeger (2002),
the well-known LLL reduction A.K. Lenstra, H.W. Lenstra, and L. Lovász (1982), and
Seysen’s B.A. Lamacchia (1991); M. Seysen (1993) LR algorithm have been proposed.

5.3 Lattice definition
By interpreting the columns Hi of H as a generator basis , note that H is also referred to as the
lattice basis whose columns are referred to as ”basis vectors”, the lattice Λ(H) is defined as all
the complex integer combinations of Hi, i.e.,

Λ(H) �
{

nT

∑
i=1

aiHi | ai ∈ ZC

}
, (22)

where ZC is the set of complex integers which reads: ZC = Z + jZ, j2 = −1.
The lattice Λ(H̃) generated by the matrix H̃ and the lattice generated by the matrix H are
identical iff all the lattice points are the same. The two aforementioned bases generate an
identical lattices iff H̃ = HT, where the nT × nT transformation matrix is unimodular E. Agrell
, T. Eriksson, A. Vardy, and K. Zeger (2002), i.e., T ∈ Z

nT×nT
C

and such that |det(T)| = 1.
Using the reduced channel basis H̃ = HT and introducing z = T−1x, the system model given
in (1) can be rewritten D. Wübben, R. Böhnke, V. Kühn, and K.-D. Kammeyer (2004):

r = H̃z + n. (23)

The idea behind LRA equalizers or detectors is to consider the identical system model above.
The detection is then performed with respect to the reduced channel matrix (H̃), which is
now roughly orthogonal by definition, and to the equivalent transmitted signal that still
belongs to an integer lattice since T is unimodular D. Wübben, R. Böhnke, V. Kühn, and
K.-D. Kammeyer (2004). Finally, the estimated x̂ in the original problem is computed with
the relationship x̃ = Tẑ and by hard-limiting x̃ to a valid symbol vector. These steps are
summarized in the block scheme in Figure 12.

The following Subsections briefly describe the main aspects of the LLL Algorithm (LA) and
the Seysen’s Algorithm (SA).
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Fig. 12. LRA detector bloc scheme.

5.4 LLL algorithm
The LA is a local approach that transforms an input basis H into an LLL-reduced basis H̃ that
satisfies both of the orthogonality and norm reduction conditions, respectively:

|	{μi,j}|, |
{μi,j}| ≤ 1
2 , ∀ 1 ≤ j < i ≤ nT , (24)

where μi,j � <Hi , H̃j>

‖H̃j‖2 , and:

‖H̃i‖2 = (δ− |μi,i−1|2)‖H̃i−1‖2, ∀ 1 < i ≤ nT , (25)

where δ, with 1
2 < δ < 1, is a factor selected to achieve a good quality-complexity

trade-off A.K. Lenstra, H.W. Lenstra, and L. Lovász (1982). In this book chapter, δ is assumed
to be δ = 3

4 , as commonly suggested, and H̃i = H̃i −∑i−2
j=1{�μi,jHj}. Another classical result

consists of directly considering the Complex LA (CLA) that offers a saving in the average
complexity of nearly 50% compared to the straightforward real model system extension with
negligible performance degradation Y.H. Gan, C. Ling, and W.H. Mow (2009).
Let us introduce the QR Decomposition (QRD) of H ∈ CnR×nT that reads H = QR, where
the matrix Q ∈ CnR×nT has orthonormal columns and R ∈ CnT×nT is an upper-triangular
matrix. It has been shown D. Wübben, R. Böhnke, V. Kühn, and K.-D. Kammeyer (2004)
the QRD of H = QR is a possible starting point for the LA, and it has been introduced L.G.
Barbero, T. Ratnarajah, and C. Cowan (2008) that the Sorted QRD (SQRD) provides a better
starting point since it finally leads to a significant reduction in the expected computational
complexity D. Wübben, R. Böhnke, V. Kühn, and K.-D. Kammeyer (2004) and in the
corresponding variance B. Gestner, W. Zhang, X. Ma, and D.V. Anderson (2008).
By denoting the latter algorithm as the SQRD-based LA (SLA), these two points are depicted
in Figure 13 (a-c) under DSP implementation-oriented assumptions on computational
complexities (see S. Aubert, M. Mohaisen, F. Nouvel, and K.H. Chang (2010) for details).
Instead of applying the LA to the only basis H, a simultaneous reduction of the basis H and
the dual basis H# = H(HHH)−1 D. Wübben, and D. Seethaler (2007) may be processed.

5.5 Seysen’s algorithm
At the beginning, let us introduce the Seysen’s orthogonality measure M. Seysen (1993)

S(H̃) �
nT

∑
i=1

∥∥H̃i
∥∥2

∥∥∥H̃#
i

∥∥∥2
, (26)

where H̃#
i is the i-th basis vector of the dual lattice, i.e., H̃#HH̃ = I.

The SA is a global approach that transforms an input basis H (and its dual basis H#) into
a Seysen-reduced basis H̃ that (locally) minimizes S and that satisfies, ∀ 1 ≤ i �= j ≤ nT D.
Seethaler, G. Matz, and F. Hlawatsch (2007)

λi, j �
⌊

1
2

(
H̃#H

j H̃#
i

‖H̃#
i ‖2 −

H̃H
j H̃i

‖H̃#
j ‖2

)⌉
= 0. (27)
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Fig. 13. PDF (a) and CDF (b) of the number of equivalent MUL of the LA, SLA and SA, and
average and maximum total number of equivalent MUL of the LA, SLA and SA as a function
of the number of antennas n (c).

SA computational complexity is depicted in Figure 13 (a-c) as a function of the number of
equivalent real multiplication MUL, which allow for some discussion.

5.5.1 Concluding remarks
The aforementioned LR techniques have been presented and both their performances
(orthogonality of the obtained lattice) D. Wübben, and D. Seethaler (2007) and computational
complexities L.G. Barbero, T. Ratnarajah, and C. Cowan (2008) have been compared when
applied to MIMO detection in the Open Loop (OL) case. In Figure 14 (a-f), the od, cond, and
S of the reduced basis provided by the SA compared to the LA and SLA are depicted. These
measurements are known to be popular measures of the quality of a basis for data detection C.
Windpassinger, and R.F.H. Fischer (2003). However, this orthogonality gain is obtained at the
expense of a higher computational complexity, in particular compared to the SLA. Moreover, it
has been shown that a very tiny uncoded BER performance improvement is offered in the case
of LRA-LD only D. Wübben, and D. Seethaler (2007). In particular, in the case of LRA-DFD
detectors, both LA and SA yield almost the same performance L.G. Barbero, T. Ratnarajah,
and C. Cowan (2008).
According to the curves depicted in Figure 13 (a), the mean computational complexities
of LA, SLA and SA are 1, 6.104, 1, 1.104 and 1, 4.105 respectively in the case of a 4 × 4
complex matrix. The variance of the computational complexities of LA, SLA and SA are 3.107,
2, 3.107 and 2, 4.109 respectively, which illustrates the aforementioned reduction in the mean
computational complexity and in the corresponding variance and consequently highlights the
SLA advantage over other LR techniques.
In Figure 14, the Probability Density Function (PDF) and Cumulative Density Function

(CDF) of ln(cond), ln(od) and ln(S) for LA, SLA and SA are depicted and compared to the
performance without lattice reduction. It can be observed that both LA and SLA offer exactly
the same performance, with the only difference in their computational complexities. Also,
there is a tiny improvement in the od when SA is used as compared to (S)LA. This point will
be discussed in the sequel.
The LRA algorithm preprocessing step has been exposed and implies some minor
modifications in the detection step.
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Fig. 14. PDF (a-c) and CDF (d-f) of ln(cond) (a, d), ln(od) (b, e) and ln(S) (c, f) by application
of the LA, SLA and SA and compared to the original basis.

5.6 Lattice reduction-aided detection principle
The key idea of the LR-aided detection schemes is to understand that the finite set of
transmitted symbols ΩnT

C
can be interpreted as the De-normalized, Shifted then Scaled (DSS)

version of the infinite integer subset ZnT
C
⊂ Z

nT
C

C. Windpassinger, and R.F.H. Fischer (2003),
where Z

nT
C

is the infinite set of complex integers, i.e.,:

ΩnT
C

= 2aZnT
C

+ 1
2 T−11nT

C
), (28)

and reciprocally
ZnT

C
= 1

2a ΩnT
C
− 1

2 T−11nT
C

, (29)

where a is a power normalization coefficient (i.e., 1/
√

2, 1/
√

10 and 1/
√

42 for QPSK, 16QAM
and 64QAM constellations, respectively) and 1nT

C
∈ Z

nT
C

is a complex displacement vector (i.e.,
1nT

C
= [1 + j, · · · , 1 + j]T in the complex case).

At this step, a general notation is introduced. Starting from the system equation, it can be
rewritten equivalently in the following form, by de-normalizing, by dividing by two and
subtracting H1nT

C
/2 from both sides:

r
2a
− H1nT

C

2
=

Hx
2a

+
n
2a
− H1nT

C

2
⇔ 1

2

( r
a
−H1nT

C

)
= H

1
2

( x
a
− 1nT

C

)
+

1
2a

n, (30)

where H1nT
C

is a simple matrix-vector product to be done at each channel realization.
By introducing the DSS signal rZ = 1

2
( r

a −H1nT
C

)
= dss {r} and the re-Scaled, re-Shifted then

Normalized (SSN) signal xZ = 1
2
( x

a − 1nT
C

)
= ssn {x}, which makes both belonging to HZnT

C
and ZnT

C
, respectively, the expression reads:

rZ = HxZ +
n
2a

. (31)

86 Vehicular Technologies: Increasing Connectivity



This intermediate step allows to define the symbols vector in the reduced transformed
constellation through the relation zZ = T−1xZ ∈ T−1ZnT ⊂ ZnT . Finally, the lattice-reduced
channel and reduced constellation expression can be introduced:

rZ = H̃zZ +
n
2a

. (32)

The LRA detection steps comprise the ẑZ estimation of zZ with respect to rZ and the mapping
of these estimates onto the corresponding symbols belonging to the ΩnT

C
constellation through

the T matrix. In order to finally obtain the x̂ estimation of x, the DSS x̃Z signal is obtained
following the z̃Z quantization with respect to Z

nT
C

and re-scaled, re-shifted, then normalized
again.
The estimation for the transmit signal is x̂ = QΩnT

C
{x̃}, as described in the block scheme in

Figure 15 in the case of the LRA-ZF solution, and can be globally rewritten as

x̂ = QΩnT
C

{
a
(

2TQ
Z

nT
C
{z̃Z}+ 1nT

C

)}
, (33)

where Q
Z

nT
C
{·} denotes the quantization operation of the nT-th dimensional integer lattice,

for which per-component quantization is such as Q
Z

nT
C
{x} = [�x1� , · · · , �xnT �]T , where �·�

denotes the rounding to the nearest integer.

Due to its performance versus complexity, the LA is a widely used reduction algorithm.

r dss {·} (H̃)† Q
Z

nT
C
{·} T ssn {·} QΩnT

C
{·} x̂

rZ z̃Z ẑZ x̃Z x̃

Fig. 15. LRA-ZF detector block scheme.

This is because SA requires a high additional computations compared to the LA to achieve
a small, even negligible, gain in the BER performance L.G. Barbero, T. Ratnarajah, and C.
Cowan (2008), as depicted in Figure 14. Based on this conjecture, LA will be considered as the
LR technique in the remaining part of the chapter.
Subsequently to the aforementioned points, the SLA computational complexity has been
shown J. Jaldén, D. Seethaler, and G. Matz (2008) to be unbounded through distinguishing
the SQRD pre-processing step and the LA related two conditions. In particular, while the
SQRD offers a polynomial complexity, the key point of the SLA computational complexity
estimation lies in the knowledge of the number of iterations of both conditions. Since
the number of iterations depends on the condition number of the channel matrix, it is
consequently unbounded J. Jaldén, D. Seethaler, and G. Matz (2008), which leads to the
conclusion that the worst-case computational complexity of the LA in the Open Loop
(OL) case is exponential in the number of antennas. Nevertheless, the mean number of
iterations (and consequently the mean total computational complexity) has been shown to
be polynomial J. Jaldén, D. Seethaler, and G. Matz (2008) and, therefore, a thresholded-based
version of the algorithm offers convenient results. That is, the algorithm is terminated when
the number of iterations exceeds a pre-defined number of iterations.

5.7 Simulation results
In the case of LRA-LD, the quantization is performed on z instead of x. The unconstrained
LRA-ZF equalized signal z̃LRA−ZF are denoted (H̃HH̃)−1H̃Hr and T−1x̃ZF, simultaneously D.
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Wübben, R. Böhnke, V. Kühn, and K.-D. Kammeyer (2004). Consequently, the LRA-ZF
estimate is x̂ = QΩnT

C

{TQZnT {z̃LRA−ZF}}. Identically, the LRA-MMSE estimate is given

as x̂ = QΩnT
C

{TQZnT {z̃LRA−MMSE}}, considering the unconstrained LRA-MMSE equalized

signal z̃LRA−MMSE = (H̃HH̃ + σ2THT)−1H̃Hr.
It has been shown D. Wübben, R. Böhnke, V. Kühn, and K.-D. Kammeyer (2004) that the
consideration of the MMSE criterion by reducing the extended channel matrix Hext =
[H; σInT ], leading to H̃ext, and the corresponding extended receive vector rext leads to both
an important performance improvement and while reducing the computational complexity
compared to the straightforward solution. In this case, not only the H̃ conditioning is
considered but also the noise amplification, which is particularly of interest in the case of
the LRA-MMSE linear detector. In the sequel, this LR-Aided linear detector is denoted as
LRA-MMSE Extended (LRA-MMSE-Ext) detector.
The imperfect orthogonality of the reduced channel matrix induces the advantageous use of
DFD techniques D. Wübben, R. Böhnke, V. Kühn, and K.-D. Kammeyer (2004). By considering
the QRD outputs of the SLA, namely Q̃ and R̃, the system model rewrites z̃LR−ZF−QRD = Q̃Hr
and reads simultaneously R̃z + Q̃Hn. The DFD procedure can than then be performed in
order to iteratively obtain the ẑ estimate. In analogy with the LRA-LD, the extended system
model can be considered. As a consequence, it leads to the LRA-MMSE-QRD estimate that
can be obtained via rewriting the system model as z̃LR−MMSE−QRD = Q̃H

extrext and reads
simultaneously R̃extz + ñ, where ñ is a noise term that also includes residual interferences.
Figure 16 shows the uncoded BER performance versus Eb/N0 (in dB) of some well-established
LRA-(pseudo) LDs, for a 4× 4 complex MIMO Rayleigh system, using QPSK modulation (a,
c) and 16QAM (b, d) at each layer. The aforementioned results are compared to some reference
results; namely, ZF, MMSE, ZF-QRD, MMSE-QRD and ML detectors. It has been shown that
the (S)LA-based LRA-LDs achieve the full diversity M. Taherzadeh, A. Mobasher, and A.K.
Khandani (2005) and consequently offer a strong improvement compared to the common
LDs. The advantages in the LRA-(Pseudo)LDs are numerous. First, they constitute efficient
detectors in the sense of the high quality of their hard outputs, namely the ML diversity is
reached within a constant offset, while offering a low overall computational complexity.Also,
by noticing that the LR preprocessing step is independent of the SNR, a promising aspect
concerns the Orthogonal Frequency-Division Multiplexing (OFDM) extension that would
offer a significant computational complexity reduction over a whole OFDM symbol, due to
both the time and coherence band. However, there remains some important drawbacks. In
particular, the aforementioned SNR offset is important in the case of high order modulations,
namely 16-QAM and 64-QAM, despite some aforementioned optimizations. Another point
is the LR algorithm’s sequential nature because of its iterative running, which consequently
limits the possibility of parallel processing. The association of both LR and a neighborhood
study is a promising, although intricate, solution for solving this issue. For a reasonable K,
a dramatic performance loss is observed with classical K-Best detectors in Figure 9. For a
low complexity solution such as LRA-(Pseudo) LDs, a SNR offset is observed in Figure 16.
Consequently, the idea that consists in reducing the SNR offset by exploring a neighborhood
around a correct although suboptimal solution becomes obvious.

6. Lattice reduction-aided sphere decoding

While it seems to be computationally expensive to cascade two NP-hard algorithms, the
promising perspective of combining both the algorithms relies on achieving the ML diversity
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Fig. 16. Uncoded BER as a function of Eb/N0, Complex Rayleigh 4× 4 MIMO channel, ZF,
MMSE, LRA-ZF, LRA-MMSE, LRA-MMSE-Ext and ML detectors (a, c), ZF-QRD,
MMSE-QRD, LRA-ZF-QRD, LRA-MMSE-QRD and ML detectors (b, d), QPSK modulations
at each layer (a-b) and 16QAM modulations at each layer (c-d).

through a LRA-(Pseudo)LD and on reducing the observed SNR offset thanks to an additional
neighborhood study. This idea senses the neighborhood size would be significantly reduced
while near-ML results would still be reached.

6.1 Lattice reduction-aided neighborhood study interest
Contrary to LRA-(O)DFD receivers, the application of the LR technique followed by the K-Best
detector is not straightforward. The main problematic lies in the consideration of the possibly
transmit symbols vector in the reduced constellation, namely z. Unfortunately, the set of all
possibly transmit symbols vectors can not be predetermined since it does not only depend
on the employed constellation, but also on the T−1 matrix. Consequently, the number of
children in the tree search and their values are not known in advance. A brute-force solution
to determine the set of all possibly transmit vectors in the reduced constellation, Zall , is to
get first the set of all possibly transmit vectors in the original constellation, Xall , and then to
apply the relation Zall = T−1Xall for each channel realization. Clearly, this possibility is not
feasible since it corresponds to the computational complexity of the ML detector. To avoid this
problem, some feasible solutions, more or less efficient, have been proposed in the literature.

6.2 Summary of the lattice reduction-aided neighbourhood study algorithms
While the first idea of combining both the LR and a neighborhood study has been proposed
by Zhao et al. W. Zhao, and G.B. Giannakis (2006), Qi et al. X.-F. Qi, and K. Holt (2007)
introduced in detail a novel scheme-Namely LRA-SD algorithm-where a particular attention
to neighborhood exploration has been paid. This algorithm has been enhanced by Roger et
al. S. Roger, A. Gonzalez, V. Almenar, and A.M. Vidal (2009) by, among others, associating LR
and K-Best. This offers the advantages of the K-Best concerning its complexity and parallel
nature, and consequently its implementation. The hot topic of the neighborhood study size
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reduction is being widely studied M. Shabany, and P.G. Gulak (2008); S. Roger, A. Gonzalez,
V. Almenar, and A.M. Vidal (2009). In a first time, let us introduce the basic idea that makes
the LR theory appropriate for application in complexity - and latency - limited communication
systems. Note that the normalize-shift-scale steps that have been previously introduced, will
not be addressed again.

6.3 The problem of the reduced neighborhood study
Starting from Equation (32), both the sides of the lattice-reduced channel and reduced
constellation can be left-multiplied by Q̃H , where [Q̃, R̃] = QRD{H̃}. Therefore, a new
relation is obtained:

Q̃HrZ = R̃zZ + ñ, (34)

this makes any SD scheme to be introduced, and eventually a K-Best. At this moment, the
critical point of neighbours generation in the reduced constellation has to be introduced. As
previously presented, the set of possible values in the original constellation is affected by
the matrix T−1. In particular, due to T properties introduced in the LR step, the scaling,
rotating, and reflection operations may induce some missing (non-adjacent) or unbounded
points in the reduced lattice, despite the regularity and bounds of the original constellation.
In presence of noise, some candidates may not map to any legitimate constellation point in the
original constellation. Therefore, it is necessary to take into account this effect by discarding
vectors with one (or more) entries exceeding constellation boundaries. However, the vicinity
of a lattice point in the reduced constellation would be mapped onto the same signal point.
Consequently, a large number of solutions might be discarded, leading to inefficiency of any
additional neighborhood study. Also note that it is not possible to prevent this aspect without
exhaustive search complexity since T−1 applies on the whole ẑ vector while it is treated layer
by layer.
Zhao et al. W. Zhao, and G.B. Giannakis (2006) propose a radius expression in the reduced
lattice from the radius expression in the original constellation through the Cauchy-Schwarz
inequality. This idea leads to an upper bound of the explored neighborhood and accordingly
a reduction in the number of tested candidates. However, this proposition is not enough
to correctly generate a neighborhood because of the classical - and previously introduced -
problematic of any fixed radius.
A zig-zag strategy inside of the radius constraint works better S. Roger, A. Gonzalez, V.
Almenar, and A.M. Vidal (2009); W. Zhao, and G.B. Giannakis (2006). Qi et al. X.-F. Qi, and
K. Holt (2007) propose a predetermined set of displacement [δ1, · · · , δN ] (N > K) generating
a neighborhood around the constrained DFD solution [QZC

{z̃nT}+ δ1, · · · , QZC
{z̃nT}+ δN ].

The N neighbors are ordered according to their norms, by considering the current layer
similarly to the SE technique, and the K candidates with the least metrics are stored. The
problem of this technique lies in the number of candidates that has to be unbounded, and
consequently set to a very large number of candidates N for the sake of feasibility. Roger
et al. S. Roger, A. Gonzalez, V. Almenar, and A.M. Vidal (2009) proposed to replace the
neighborhood generation by a zig-zag strategy around the constrained DFD solution with
boundaries control constraints. By denoting boundaries in the original DSS constellation
xZ, min and xZ, max, the reduced constellation boundaries can be obtained through the relation
zZ = T−1xZ that implies zmax, l = max{T−1

l, : xZ} for a given layer l. The exact solution is
given in S. Roger, A. Gonzalez, V. Almenar, and A.M. Vidal (2009) for the real case and can be
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extended to the complex case:

zmax, l = xZ, max ∑
j∈Pl

T−1
l, j + xZ, min ∑

j∈Nl

T−1
l, j , zmin, l = xZ, min ∑

j∈Pl

T−1
l, j + xZ, max ∑

j∈Nl

T−1
l, j ,

(35)
where Pl and Nl stands for the set of indices j corresponding to positive and negative entries
(l, j) of T−1, respectively. By denoting the latter algorithm as the LRA-KBest-Candidate
Limitation (LRA-KBest-CL), note that this solution is exact and does not induce any
performance degradation.
The main advantages in the LRA-KBest are highlighted. While it has been shown that the
LRA-KBest achieves the ML performance for a reasonable K, even for 16QAM and 64QAM
constellations, as depicted in Figure 17, the main favorable aspect lies in the neighborhood
study size that is independent of the constellation order. So the SD complexity has been
reduced though the LR-Aid and would be feasible, in particular for 16QAM and 64QAM
constellations that are required in the 3GPP LTE-A norm 3GPP (2009). Also, such a detector
is less sensitive to ill-conditioned channel matrices due to the LR step. However, the detector
offers limited benefits with the widely used QPSK modulations, due to nearby lattice points
elimination during the quantization step, and the infinite lattice problematic in the reduced
domain constellation search has not been solved convincingly and is up to now an active field
of search.
Let us introduce the particular case of Zhang et al. W. Zhang, and X. Ma (2007a;b) that proposes
to combine both LR and a neighborhood study in the original constellation.

6.4 A particular case
In order to reduce the SNR offset by avoiding the problematic neighborhood study in
the reduced constellation, a by-solution has been provided W. Zhang, and X. Ma (2007a)
based on the unconstrained LRA-ZF result. The idea here was to provide a soft-decision
LRA-ZF detector by generating a list of solutions. This way, Log-Likelihood Ratios
(LLR) can be obtained through the classical max-log approximation, if both hypothesis
and counter-hypothesis have been caught, or through-among others-a LLR clipping B.M.
Hochwald, and S. ten Brink (2003); D.L. Milliner, E. Zimmermann, J.R. Barry and G. Fettweis
(2008).
The idea introduced by Zhang et al. corresponds in reality to a SD-like technique, allowing to
provide a neighborhood study around the unconstrained LRA-ZF solution: rLRA−ZF = H̃†r.
The list of candidates, that corresponds to the neighborhood in the reduced constellation, can
be defined using the following relation:

Lz = {z̃ : ‖z̃− rLRA−ZF‖2 < dz}, (36)

where z̃ is a hypothetical value for z and
√

dz is the sphere constraint. However, a direct
estimation of x̂ may be obtained by left-multiplying by correct lines of T−1 at each detected
symbol:

Lx = {x̃ : ‖T−1x̃− rLRA−ZF‖2 < dz}, (37)

where x̃ is a hypothetical value for x and by noting that the sphere constraint remains
unchanged.
The problem introduced by such a technique is how to obtain x̃ layer by layer, since it would
lead to non-existing symbols. A possible solution is the introduction of the QRD of T−1 in
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Fig. 17. Uncoded BER as a function of Eb/N0, Complex Rayleigh 4× 4 MIMO channel,
QRD-based 2/4(8)-Best, SQRD-based 2/4(8)-Best, LRA-ZF 2/4(8)-FPA, LRA-2/4(8)-Best-CL
and ML detectors, QPSK modulations at each layer (a-c) and 16QAM modulations at each
layer (d-f).

order to make the current detected symbol within the symbols vector independent of the
remaining to-detect symbols. This idea leads to the following expression:

x̂ = argmin
x∈ΩnT

C

∥∥∥QH
T−1 rLRA−ZF − RT−1 x

∥∥∥2
< dz, (38)

where [QT−1 , RT−1 ] = QRD{T−1}. Due to the upper triangular form of RT−1 , x̂ can be
detected layer by layer through the K-Best scheme such as the radius constraint can be
eluded. Consequently, the problematic aspects of the reduced domain constellation study are
avoided, and the neighborhood study is provided at the cheap price of an additional QRD. By
denoting the latter algorithm as the LRA-ZF Fixed Point Algorithm (LRA-ZF-FPA), note that
the problem of this technique lies in the Euclidean Distance expression which is not equivalent
to the ML equation. The technique only aims at generating a neighborhood study for the
Soft-Decision extension. There will be no significant additional performance improvement for
larger K, as depicted in Figure 17.

6.5 Simulation results
In Figure 17 and in the case of a neighborhood study in the reduced domain, near-ML
performance is reached for small K values, in both QPSK and 16QAM cases.
It is obvious to the reader that K is independent of the constellation order, which can be
demonstrated. This aspect is essential for the OFDM extension since any SD-like detector has
to be fully processed for each to-be-estimated symbols vector. Also, the solution offered by
LRA-ZF-FPA is interesting in the sense that it allows to make profit of the LRA benefit with
an additional neighborhood study in the original constellation. However, it does not reach the
ML performance because of the non-equivalence of the metrics computation even in the case
of a large K.
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7. Conclusion

In this chapter, we have presented an up-to-date review, as well as several prominent
contributions, of the detection problematic in MIMO-SM systems. It has been shown
that, theoretically, such schemes linearly increase the channel capacity. However, in
practice, achieving such increase in the system capacity depends, among other factors, on
the employed receiver design and particularly on the de-multiplexing algorithms, a.k.a.
detection techniques. In the literature, several detection techniques that differ in their
employed strategies have been proposed. This chapter has been devoted to analyze the
structures of those algorithms. In addition to the achieved performance, we pay a great
attention in our analysis to the computational complexities since these algorithms are
candidates for implementation in both latency and power-limited communication systems.
The linear detectors have been introduced and their low performances have been outlined
despite of their attracting low computational complexities. DFD techniques improve the
performance compared to the linear detectors. However, they might require remarkably
higher computations, while still being far from achieving the optimal performance, even
with ordering. Tree-search detection techniques, including SD, QRD-M, and FSD, achieve
the optimum performance. However, FSD and QRD-M are more favorable due to their
fixed and realizable computational complexities. An attractive pre-detection process, referred
to as lattice-basis reduction, can be considered in order to apply any detector through a
close-to-orthogonal channel matrix. As a result, a low complexity detection technique, such
as linear detectors, can achieve the optimum diversity order. In this chapter, we followed
the lattice reduction technique with the K-best algorithm with low K values, where the
optimum performance is achieved. In conclusion, in this chapter, we surveyed the up-to-date
advancements in the signal detection field, and we set the criteria over which detection
algorithms can be evaluated. Moreover, we set a clear path for future research via introducing
several recently proposed detection methodologies that require further studies to be ready for
real-time applications.
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1. Introduction

The great increase in the demand for high-speed data services requires the rapid growth
of mobile communications capacity. Orthogonal frequency division multiplexing (OFDM)
provides high spectral efficiency, robustness to intersymbol interference (ISI), as well as
feasibility of low cost transceivers (Weinstein & Ebert, 1971). Multiple input multiple output
(MIMO) systems offer the potential to obtain a diversity gain and to improve system capacity
(Telatar, 1995), (Alamouti, 1998), (Tarokh et al., 1999). Hence the combination of MIMO and
OFDM techniques (MIMO-OFDM) is logically widely considered in the new generation of
standards for wireless transmission (Boubaker et al., 2001). In these MIMO-OFDM systems,
considering coherent reception, the channel state information (CSI) is required for recovering
transmitted data and thus channel estimation becomes necessary.
Channel estimation methods can be classified into three distinct categories: blind channel
estimation, semi-blind channel estimation and pilot-aided channel estimation. In the
pilot-aided methods, pilot symbols known from the receiver are transmitted as a preamble
at the beginning of the frame or scattered throughout each frame in a regular manner. On the
contrary, in blind methods, no pilot symbols are inserted and the CSI is obtained by relying on
the received signal statistics (Winters, 1987). Semi-blind methods combine both the training
and blind criteria (Foschini, 1996). In this paper, we focus our analysis on the time domain
(TD) channel estimation technique using known reference signals. This technique is attractive
owing to its capacity to reduce the noise component on the estimated channel coefficients
(Zhao & Huang, 1997).
The vast majority of modern multicarrier systems contain null subcarriers at the spectrum
extremities in order to ensure isolation from/to signals in neighboring frequency bands
(Morelli & Mengali, 2001) as well as to respect the sampling theorem (3GPP, 2008). It was
shown that, in the presence of these null subcarriers, the TD channel estimation methods
suffer from the “border effect” phenomenon that leads to a degradation in their performance
(Morelli & Mengali, 2001). A TD approach based on pseudo inverse computation is proposed
in (Doukopoulos & Legouable, 2007) in order to mitigate this “border effect”. However
the degradation of the channel estimation accuracy persists when the number of the null
subcarriers is large.
In this document, we look at various time domain channel estimation methods with this
constraint of null carriers at spectrum borders. We show in detail how to gauge the importance
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of the “border effect” depending on the number of null carriers, which may vary from one
system to another. Thereby we assess the limit of the technique discussed in (Doukopoulos
& Legouable, 2007) when the number of null carriers is large. Finally the DFT with the
truncated singular value decomposition (SVD) technique is proposed to completely eliminate
the impact of the null subcarriers whatever their number. A technique for the determination
of the truncation threshold for any MIMO-OFDM system is also proposed.
The paper is organized as follows. Section 2 describes the studied MIMO-OFDM system,
including the construction of the training sequences in the frequency domain and the least
square (LS) channel estimation component. Then section 3.1 presents the main objectives (noise
reduction and interpolation) of the classical DFT based channel estimation and its weakness
regarding the “border effect”. The pseudo inverse concept is then studied in section 4. Next,
the DFT with truncated SVD is detailed in section 5. Finally, the efficiency of these channel
estimators is demonstrated in section 6 for two distinct application environments: indoor and
outdoor respectively applying 802.11n and 3GPP system parameters.
Notations: Superscript † stands for pseudo-inversion. Operator e represents an exponential
function. (.H) stands for conjugation and transpose. C denotes a complex number set and
j2 = −1. ‖ ‖ denotes the Euclidean norm.

2. MIMO-OFDM system model

The studied MIMO-OFDM system is composed of Nt transmit and Nr receiving antennas.
Training sequences are inserted in the frequency domain before OFDM modulation which is
carried out for each antenna.
The OFDM signal transmitted from the i-th antenna after performing IFFT (OFDM
modulation) on the frequency domain signal Xi ∈ CN×1 at time index n can be given by:

xi(n) =

√
1
N

N−1

∑
k=0

Xi(k)ej
2πkn
N , 0 ≤ (n, k) ≤ N (1)

where N is the number of IFFT points and k the subcarrier index.
The baseband time domain channel response between the transmitting antenna i and the
receiving antenna j under the multipath fading environments can be expressed as (Van de
Beek et al., 1995):

hij(n) =
Lij−1

∑
l=0

hij,lδ(n− τij,l) (2)

with Lij the number of paths, hij,l and τij,l the complex time varying channel coefficient and
delay of the l-th path.
The use of the cyclic prefix (CP) allows both the preservation of the orthogonality between the
tones and the elimination of the ISI between consecutive OFDM symbols.
At the receiver side, after removing the CP and performing the OFDM demodulation, the
received frequency domain signal can be expressed as follows by using (1) and (2):

Rj(k) =
Nt−1

∑
i=0

Xi(k)Hij(k) + Ξ(k) (3)

where Hij(k) is the discrete response of the channel on subcarrier k between the i-th transmit
antenna and the j-th receiving antenna and Ξk the zero-mean complex Gaussian noise after the
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FFT process. Then Least Square (LS) channel estimation is performed by using the extracted
pilots.
In SISO-OFDM, without exploiting any knowledge of the propagation channel statistics, the
LS estimates regarding the pilot subcarrier k can be obtained by dividing the demodulated
pilot signal Rj(k) by the known pilot symbol X(k) in the frequency domain (Zhao & Huang,
1997). The LS estimates regarding the pilot subcarrier k can be expressed as follows:

HLS(k) = H(k) + Ξ(k)/X(k). (4)

Nevertheless in the MIMO-OFDM system, from (3), an orthogonality between pilots is
mandatory to obtain LS estimates for each receiver antenna without interference from the
other antennas. In this paper, we consider the case where the pilots from different transmit
antennas are orthogonal to each other in the frequency domain. It is important to note that
this orthogonality can also be obtained in the time domain by using the cyclic shift delay
(CSD) method (Auer, 2004).
The orthogonality between pilots in the frequency domain can be obtained by different ways:

N
ull carriers

N
ull carriers

Time Time

Frequency

Time

Frequency

Time

Frequency

Tx1 Tx2

Frequency

Tx1 Tx2

Pilot symbol

Null symbol

Data symbol

Means negative of

(a) Insertion of null symbols Orthogonal matrix(b)

Fig. 1. Orthogonality between pilots in the frequency domain when Nt = 2.

• The orthogonality can be achieved with the use of transmission of pilot symbols on one
antenna and of null symbols on the other antennas in the same instant (Fig. 1(a)). This
solution is commonly and easily implemented in the presence of mobility as for instance
in 3GPP/LTE (3GPP, 2008). Therefore LS estimates can only be calculated for M/Nt
subcarriers, M representing the number of modulated subcarriers. Then interpolation must
be performed in order to complete the estimation for all the subcarriers.

• The orthogonality can also be achieved using a specific transmit scheme represented by
an orthogonal matrix. Fig. 1(b) represents the pilot insertion structure for a two transmit
antenna system. The orthogonality between training sequences for antennas 1 and 2 is
obtained by using the following orthogonal matrix.

[
1 −1
1 1

]
(5)

This technique is frequently used when the channel can be assumed constant at least over
the duration of Nt OFDM symbols in the case of quite slow variations. For instance, this
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method is used in the wireless local area network (WLAN) IEEE802.11n system (802.11,
2007). LS estimates can be calculated for all the M modulated subcarriers with the use of
full pilot OFDM symbols.

Assuming orthogonality between pilots, Nt LS estimation algorithms on pilot subcarriers can
be applied per receive antenna:

Hij,LS(k) = Hij(k) + Ξij(k)/Xij(k). (6)

Thus the LS estimation is computed for all the subchannels between the transmit and the
receiver antennas. Nevertheless, it is important to note the two following points:

• From (6), it can be observed that the accuracy of LS estimated channel response is degraded
by the noise component.

• To get an estimation for all the subcarriers, interpolation may be required depending on
the pilots insertion scheme.

Time domain processing will then be used in order to improve the accuracy of the LS
estimation of all the subchannels.

3. Classical DFT based channel estimation

In order to improve the LS channel estimation performance, the DFT-based method has
been proposed first as it can advantageously target both noise reduction and interpolation
purposes.

3.1 Main goals of DFT based channel estimation
3.1.1 Noise reduction
DFT-based channel estimation methods allow a reduction of the noise component owing to
operations in the transform domain, and thus achieve higher estimation accuracy (Van de
Beek et al., 1995) (Zhao & Huang, 1997). In fact, after removing the unused subcarriers, the
LS estimates are first converted into the time domain by the IDFT (inverse discrete fourier
transform) algorithm. A smoothing filter is then applied in the time domain assuming that
the maximum multi-path delay is kept within the cyclic prefix (CP) of the OFDM symbol. As
a consequence, the noise power is reduced in the time domain. The DFT is finally applied to
return to the frequency domain. The smoothing process using DFT is illustrated in Fig.2.

3.1.2 Interpolation
DFT can be used simultaneously as an accurate interpolation method in the frequency domain
when the orthogonality between training sequences is based on the transmission of scattered
pilots (Zhao & Huang, 1997). The number (Np = M/Nt) of pilot subcarriers, starting from the
i-th subcarrier, is spaced every Nt subcarriers (Fig.1(a)). The LS estimates obtained for the pilot
subcarriers given by (6) are first converted into the time domain by IDFT of length M/Nt. As
the impulse response of the channel is concentrated on the CP first samples, it is possible to
apply zero-padding (ZP) from M/Nt to M− 1. The frequency channel response over the whole
bandwidth is calculated by performing a M points DFT. It is obvious that Nt must satisfy the
following condition:

Nt ≤ M
CP

(7)
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Fig. 2. Smoothing using DFT.

NB: In the rest of the paper, we will consider the case where Np = M for mathematical
demonstrations in order to make reading easier. Otherwise if Np < M interpolation can be
performed.

3.2 Drawback of DFT based channel estimation in realistic system
In a realistic context, only a subset of M subcarriers is modulated among the N due to the
insertion of null subcarriers at the spectrum’s extremities for RF mask requirements. The
application of the smoothing filter in the time domain will lead to a loss of channel power
when these non-modulated subcarriers are present at the border of the spectrum. That can be
demonstrated by calculating the time domain channel response.
The time domain channel response of the LS estimated channel is given by (8). From (6) we
can divide hIDFT

n,LS into two parts:

hIDFT
ij,n,LS =

√
1
N ∑

N+M
2

k= N−M
2

Hij,k,LSe
j 2πnk

M

= hIDFT
ij,n + ξ IDFT

ij,n

(8)

where ξ IDFT
n is the noise component in the time domain and hIDFT

n is the IDFT of the LS
estimated channel without noise. This last component can be further developed as follows:

hIDFT
ij,n =

√
1
N ∑Ne

k=Nb
(∑

Lij−1
l=0 hij,l e

−j
2kπτij,l

N )e−j 2πkn
N

=
√

1
N ∑

Lij−1
l=0 hij,l ∑Ne

k=Nb
e−j 2πk

N (τij,l−n)
(9)

where Nb = (N−M)/2 and Ne = (N + M)/2− 1.
It can be seen from (9) that if all the subcarriers are modulated, i.e M = N, the last term of (9)

∑
N+M

2 −1
k= N−M

2
e−j 2πk

N (τij,l−n) will verify:
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N+M
2 −1

∑
k= N−M

2

e−j 2πk
N (τij,l−n) =

{
Np n = τij,l
0 otherwise

(10)

where τij,l = 0, 1, ..., Lij − 1 and n = 0, ..., M− 1.
From (10), we can safely conclude that:

hIDFT
ij,n = 0 n = Lij, ..., M (11)

Assuming CP > Lij, we do not lose part of the channel power in the time domain by applying
the smoothing filter of length CP.
Nevertheless, when some subcarriers are not modulated at the spectrum borders, i.e. M < N,
the last term of (9) can be expressed as:

N+M
2 −1

∑
k= N−M

2

e−j 2πk
N (τij,l−n) =

⎧⎨
⎩

M n = τij,l

1−e−j2π M
N (τij,l−n)

1−e−j 2π
N (τij,l−n)

n �= τij,l
(12)

where τij,l = 0, 1, ..., Lij − 1 and n = 0, ..., M− 1.
The channel impulse response hIDFT

ij,n can therefore be rewritten in the following form:

hIDFT
ij,n =

1√
N

⎧⎪⎪⎨
⎪⎪⎩

M.hij,l=n + ∑
Lij−1
l=0,l �=n hij,l

1−e−j2π M
N (τij,l−n)

1−e−j 2π
N (τij,l−n)

. n < Lij

∑
Lij−1
l=0 hij,l

1−e−j2π M
N (τij,l−n)

1−e−j 2π
N (τij,l−n)

. Lij − 1 < n < M
(13)

We can observe that hIDFT
ij,n is not null for all the values of n due to the phenomenon called here

"Inter-Taps Interference (ITI)". Consequently, by using the smoothing filter of length CP in the
time domain, the part of the channel power contained in samples n = CP, ..., M− 1 is lost. This
loss of power leads to an important degradation on the estimation of the channel response. In
OFDM systems, Morelli shows that when null carriers are inserted at the spectrum extremities,
the performance of the DFT based channel estimation is degraded especially at the borders of
the modulated subcarriers (Morelli & Mengali, 2001). This phenomenon is called the “border
effect”. This “border effect” phenomenon is also observed in MIMO context (Le Saux et al.,
2007).
In order to evaluate the DFT based channel estimation, the mean square error (MSE)
performance for the different modulated subcarriers is considered in the following subsection.

3.3 MSE performance of DFT based channel estimation
In MIMO-OFDM context with Nt transmit antennas and Nr receive antennas, the (MSE) on
the k− th subcarrier is equal to:

MSE(k) =

Nt−1

∑
i=0

Nr−1

∑
i=0

E
[∥∥Ĥ(k)− H(k)

∥∥2
]

NtNr
(14)

where Ĥ(k) and H(k) represent the estimated frequency channel response and the ideal one
respectively.
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MSE performance are provided here over frequency and time selective MIMO SCME (spatial
channel model extension) channel model typical of macro urban propagation (Baum et al.,
2005). The DFT based channel estimation is applied to a 2× 2 MIMO system with the number
of FFT points set equal to 1024. The orthogonality between pilots is obtained using null symbol
insertion described in 2 and interpolation is performed to obtain channel estimates for all
modulated subcarriers.

31 211 512 810 990
10

−3

10
−2

M
S

E

Classical DFT with M=1024
Classical DFT with M=960
Classical DFT with M=600

Subcarrier index 

Fig. 3. Average mean square error versus subcarrier index for classical DFT based channel
estimation. The number of modulated subcarrier are M = 960 and M = 600. Nt = 2, Nr = 2,
N = 1024 and SNR = 10dB

Fig.3 shows the MSE performance of the different subcarriers when applying the classical
DFT based channel estimation method depending on the number of modulated subcarriers.
First, when all the subcarriers are modulated (N = M = 1024), there is no “border effect”
and the MSE is almost the same for all the subcarriers. This is due to the fact that all the
channel power is retrieved in the first CP samples of the impulse channel response (3.1).
However when null subcarriers are inserted on the edge of the spectrum (N �= M), the MSE
performance is degraded by the loss of a part of the channel power in the time domain and
then the “border effect” occurs. It is already noticeable that the impact of the “border effect”
phenomenon increases greatly with the number of null subcarriers.
To mitigate this “‘border effect” phenomenon, the pseudo inverse technique proposed in
(Doukopoulos & Legouable, 2007) is studied in the next section.

4. DFT with pseudo inverse channel estimation

Classical DFT based channel estimation described in the previous section can be also
expressed in a matrix form.
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The unitary DFT matrix F of size N × N is defined with the following expression:

F =

⎡
⎢⎢⎢⎢⎣

1 1 1 . . . 1
1 WN W2

N . . . WN−1
N

...
...

... . . .
...

1 WN−1
N W2(N−1)

N . . . W(N−1)(N−1)
N

⎤
⎥⎥⎥⎥⎦ (15)

where Wi
N = e−j 2πi

N .
To accommodate the non-modulated subcarriers, it is necessary to remove the rows of the
matrix F corresponding to the position of those null subcarriers. Furthermore, in order to
reduce the noise component in the time domain by applying smoothing filtering, only the
first CP columns of F are used (Fig.2). Hence the transfer matrix becomes F

′ ∈ CM×CP:
F
′
= F( N−M

2 : N+M
2 − 1, 1 : CP).

We can then express the impulse channel response, after the smoothing filter, in a matrix form:

hIDFT
ij,LS = F

′HHij,LS (16)

where hIDFT
ij,LS ∈ CCP×1, Hij,LS ∈ CM×1.

To reduce the “border effect” Doukopoulos propose the use of the following minimization
problem (Doukopoulos & Legouable, 2007).

hpseudoinverse
ij,LS = arg min

hij

∥∥F′ − Hij,LS
∥∥2 (17)

The idea that lies behind the above minimization problem is to reduce the “border effect”, as
illustrated in the figure 4, by minimizing the Euclidean norm between Hij,LS and HIDFT

ij,LS .

The pseudo inverse of the matrix F′ which is noted F
′† ∈ CCP×M, provides a solution to

equation 17. It can be used to transform the LS estimates in the time domain as proposed
by equation 18 instead of F

′H as previously proposed in equation 16. The use of the pseudo
inverse allows the minimization of the power loss in the time domain which was at the origin
of the “border effect”.

hpseudoinverse
ij,LS = F

′†Hij,LS (18)

The pseudo inverse which is sometimes named generalized inverse was described by Moore in
1920 in linear algebra (Moore, 1920). This technique is often used for the resolution of linear
equations system due to its capacity to minimize the Euclidean norm and then to tend towards
the exact solution. The pseudo inverse F

′† of F
′

is defined as unique matrix satisfying all four
following criteria (Penrose, 1955).

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1 : F
′
F
′†F

′
= F

′

2 : F
′†F

′
F
′† = F

′†

3 : (F
′
F
′†)H = F

′
F
′†

4 : (F
′†F

′
)H = F†′F

′

(19)
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4.1 Pseudo inverse computation using SVD
The pseudo inverse can be computed simply and accurately by using the singular value
decomposition (Moore, 1920). Applying SVD to the matrix F

′
consists in decomposing F

′
in

the following form:
F
′
= USVH (20)

where U ∈ CM×M and V ∈ CCP×CP are unitary matrices and S ∈ CM×CP is a diagonal matrix
with non-negative real numbers on the diagonal, called singular values.
The pseudo inverse of the matrix F

′
with singular value decomposition is:

F
′† = VS†UH (21)

It is important to note that S† is formed by replacing every singular value by its inverse.

4.2 Impact of pseudo inverse conditional number on channel estimation accuracy
The accuracy of the estimated channel response depends on the calculation of the pseudo
inverse F

′†. The conditional number (CN) can give an indication of the accuracy of this
operation (Yimin et al., 1991 ). The higher the CN is, the more the estimated channel response
is degraded.

4.2.1 Definition of the conditional number
It is defined as the ratio between the greatest and the smallest singular values of the transfer
matrix F

′
. By noting s ∈ CCP×1 the vector which contains the elements (the singular values)

on the diagonal of the matrix S, CN is expressed as follows:

CN =
max(s)
min(s)

(22)

where max(s) and min(s) give the greatest and the smallest singular values respectively.

Fig. 4. Illustration of the “border effect” reduction

4.2.2 Behavior of the conditional number
It only evolves according to the number of modulated subcarriers. Fig.5 shows this behavior
for different values of M when N = 1024 and CP = 72. When all the subcarriers are
modulated (i.e when M = N), the CN is equal to 1. However when null carriers are
inserted at the edge of the spectrum (M < N), the CN increases according to the number
of non-modulated subcarriers (N− N) and can become very high.
We can note that if M = 600 as in 3GPP standard ( where N = 1024, CP = 72 and M = 600),
the CN is equal to 2.17 1015.
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Fig. 5. Conditional number of F
′

versus the number of modulated subcarriers (M) where
CP = 72 and N = 1024.

4.3 MSE performance of DFT with pseudo inverse channel estimation
System parameters for MSE performance evaluation are identical to those in section 3.3.

31 211 512 810 990
10

−3

10
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Subcarrier index

M
S
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Classical DFT with M=1024
Classical DFT with M=960
Classical DFT with M=600
DFT pseudo−inverse with M=960
DFT pseudo−inverse with M=600

Fig. 6. Average mean square error versus subcarrier index for classical DFT and DFT pseudo
inverse based channel estimation. The number of modulated subcarrier are M = 960 and
M = 600. Nt = 2, Nr = 2, N = 1024 and SNR = 10dB

Fig.6 shows the MSE performance for different subcarriers when applying either classical DFT
or DFT with pseudo inverse channel estimation methods. When null subcarriers are inserted
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on the edges of the spectrum (N �= M), the MSE performance of the classical DFT based
channel estimation is degraded by the “border effect”. As for CN, this “border effect” increases
with the increasing number of null subcarriers. The DFT with pseudo inverse technique
significantly reduces the “border effect” when the CN is low (M = 960 and CN � 100).
However, when the number of null subcarriers is large (M = 600) and the CN is largely
increased (CN = 2.17 1015), the MSE performance remains degraded.

5. DFT with truncated SVD channel estimation

The DFT with pseudo inverse technique previously described allows the reduction of the
“border effect”. But it remains insufficient when the number of null subcarriers is large. To
further reduce this “border effect”, it is necessary to attain a small CN in this operation. The
aim of the proposed approach is to reduce both the “border effect” and the noise component
by considering only the most significant singular values of matrix S.

5.1 Principle of DFT with truncated SVD channel estimation
To reduce the CN, the lowest singular values have to be eliminated. Hence, any singular value
smaller than an optimized threshold (detailed in 5.2) is replaced by zero. The principle is
depicted in Fig.7. The SVD calculation of matrix F

′
provides the matrices U, S and V (20). The

matrix S becomes STh where Th is the number of considered singular values.

truncation

  

S

D

V

F
′H

F
′

S

U

STh

V

VS†
Th

VH

HTSVD
LS (M)

HTSVD
LS (1)HLS(1)

HLS(M)

hTSVD
LS (1)

hTSVD
LS (CP)

Fig. 7. Block diagram of DFT with Truncated SVD.

The channel impulse response after the smoothing process in the time domain can thus be
expressed as follows:

hTSVD
ij,LS = F

′†
Th

Hij,LS = VS†
Th

UHHij,LS (23)

hTSVD
ij,LS,n =

{
F
′†
Th

Hij,LS = VS†
Th

UHHij,LS n < CP
0 otherwise

(24)

where n = 0, ..., M− 1.
Finally F

′
of size (CP×M) is used to return to the frequency domain.

Hij,TSVD = F
′
hTSVD
ij,LS (25)

It is important to note the two following points:
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• On the one hand, the “border effect” is obviously further reduced due to the reduction of
the CN.

• On the other hand, the suppression of the lowest singular values allows the noise
component in the estimated channel response to be reduced. The rank of the matrix F

′

is CP, which means that the useful power of the channel is distributed into CP virtual
paths with singular values as weightings. The paths corresponding to the weakest singular
values are predominated by noise and their elimination benefits the noise component
reduction.

5.2 Threshold determination for DFT with truncated SVD
5.2.1 Discussion
The choice Th (∈ 1, 2, ..., CP) can be viewed as a compromise between the accuracy of
the pseudo-inverse calculation and the CN magnitude. Its value will depend only on the
system parameters: the number and position of the modulated subcarriers (M), the smoothing
window size (CP) and the number of FFT points (N). All these parameters are predefined and
are known prior to any channel estimation implementation. It is thus feasible to optimize the
Th value prior to any MIMO-OFDM system implementation.
To determine a good value of Th, it is important to master its effect on the channel estimation
quality i.e. on the matrix F

′†
Th

(24):

• When all the singular values of F
′
are considered, the CN of the matrix F

′†
Th

is very high and
the accuracy of the estimated channel response is then degraded by the “border effect”.

• However if insufficient singular values are used, the estimated channel response is also
degraded due to a very large energy loss, even if the CN of F

′†
Th

is minimized.

The optimum value of Th which provides a good compromise between these two
phenomenons exists, as illustrated in the next subsection, for any MIMO-OFDM system.

5.2.2 Illustration
As previously seen, the adjustment of Th enables the improvement of the channel estimation
quality and its value depends only on the system parameters. To assess the value of Th,
we study here the behavior of the singular values of F

′†
Th

according to Th. The same system
parameters are considered: a 2 × 2 MIMO system, number of FFT points equal to 1024,
CP = 72 and two different values of M (600 and 960). The orthogonality between the pilots
from the different transmit antennas is again obtained by using null symbol insertion. The
number of singular values of the matrix F

′†
Th

is then M/Nt.

Fig.8 illustrates the behavior of the M/Nt = 300 singular values of the matrix F
′†
Th

for different

values of Th when M = 600. For Th = 46, 45, 44 the singular values of F
′†
Th

are the same on the
first Th indexes and almost null for the other ones. We can consider that the rank of the matrix
F
′†
Th

becomes Th instead of CP and that its CN is equal to 1. Therefore the “border effect” will
surely be mitigated and the noise component be minimized. When Th ≤ 43, all the singular
values become null due to a too large loss of energy.
The behavior of the singular values of F

′†
Th

can not be considered as constant for Th > 46 and
then the CN is high.
Differently, a moderated “border effect” is obtained when the number of non-modulated
subcarriers is not too large (M = 960). Fig.9 illustrates the behavior of the singular values
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5.3 MSE performance of DFT with truncated SVD channel estimation
System parameters for MSE performance evaluation are identical to those in section 3.3.
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Classical DFT M=600
DFT pseudo−inverse with  M=600
DFT TSVD with M=600 and Th=45
DFT TSVD with M=600 and Th=55
DFT TSVD with M=600 and Th=43

Fig. 10. Average mean square error versus subcarrier index for classical DFT, DFT pseudo
inverse and DFT TSVD based channel estimation. The number of modulated subcarrier is
M = 600. Nt = 2, Nr = 2, N = 1024 and SNR = 10dB

Fig.10 shows the MSE performance on the different subcarriers when applying either classical
DFT, DFT with pseudo inverse channel or DFT with truncated SVD (Th = 43, 45, 55) channel
estimation methods. The DFT TSVD method with optimized Th (Th = 45) allows smaller
MSE on all subcarriers to be obtained even at the edges of the spectrum. This is due to
the minimization of the noise effect and the reduction of the CN provided by the TSVD
calculation. Nevertheless this threshold has to be carefully assessed since a residual “border
effect” is present when Th = 55 and a large loss of channel power in the time domain brings
poorer results when Th = 43.

6. Applications

The performance of the three different DFT based channel estimation methods detailed in
this paper are evaluated in the IEEE802.11n (typical indoor) and 3GPP/LTE (typical outdoor)
system environments (downlink transmission).

6.1 Systems parameters
The simulation parameters are listed in Table 1 for both IEEE802.11n (802.11, 2007) and
3GPP/LTE (3GPP, 2008) configurations.
In IEEE802.11n, the channel (TGn channel models (Erceg et al., 2004 )) can be assumed to
be unchanged over the duration of 2 OFDM symbols due to quite slow variations. The
orthogonality between training sequences on antennas 1 and 2 is obtained by using an
orthogonal matrix. The estimated channel Hij,LS can be calculated for all the M modulated
subcarriers due to the use of full pilot OFDM symbols.
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Unlike in the IEEE802.11n system, in the 3GPP/LTE system, the time channel (SCME typical
to urban macro channel model (Baum et al., 2005)) varies too much due to higher mobility.
The orthogonality between training sequences in the 3GPP/LTE standard is thus based on
the transmission on each subcarrier of pilot symbols on one antenna while null symbols are
simultaneously sent on the other antennas. Therefore the LS channel estimates are calculated
only for M

Nt
= 150 subcarriers and interpolation is performed to obtain an estimation for all

the modulated subcarriers.

system 802.11n 3GPP/LTE

Channel Model TGn (Erceg et al., 2004 ) SCME (Baum et al., 2005)
Sampling frequency (MHz) 20 15.36

Carrier frequency (GHz) 2.4 2

FFT size (N) 64 1024
OFDM symbol duration (μs) 4 71.35

Useful carrier (M) 52 600
Cyclic prefix (CP) 16 72
CP duration (μs) 0.80 4.69

MIMO scheme SDM double-Alamouti
MIMO rate (RM) 1 1/2

Nt × Nr 2× 2 4× 2

Modulation QPSK 16QAM
Number of bit (m) 2 4

FEC conv code (7,133,171) turbo code (UMTS)
Coding Rate (Rc) 1/2 1/3

Table 1. Simulation Parameters

6.2 Simulation results
Perfect time and frequency synchronizations are assumed. Monte Carlo simulation results in
terms of bit error rate (BER) versus Eb

N0
are presented here for the different DFT based channel

estimation methods: classical DFT, DFT with pseudo inverse and DFT with truncated SVD.
The Eb

N0
value can be inferred from the signal to noise ratio (SNR):

Eb
N0

=
Nt

mRcRM
.
σ2
s

σ2
n

=
Nt

mRcRM
.SNR (26)

where σ2
noise and σ2

x represent the noise and signal variances respectively. Rc, RM and m
represent the coding rate, the MIMO scheme rate and the modulation order respectively.
Fig.11 and Fig.12 show the performance results in terms of BER versus Eb

N0
for perfect, least

square (LS), classical DFT, DFT with pseudo inverse (DFT − Th = CP) and DFT with
truncated SVD for (several Th) channel estimation methods in 3GPP/LTE and 802.11n system
environments respectively.
In the context of 3GPP/LTE, the classical DFT based method presents poorer results due to the
large number of null carriers at the border of the spectrum (424 among 1024). The conditional
number is as a consequence very high (CN = 2.17 1015) and the impact of the “border
effect” is very important. For this reason, the DFT with pseudo inverse (DFT − Th = CP =
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72) can not greatly improve the accuracy of the estimated channel response. The classical
DFT and the DFT with pseudo inverse estimated channel responses are thus considerably
degraded compared to the LS one. The DFT with a truncated SVD technique and optimized
Th (Th=46,45,44) greatly enhances the accuracy of the estimated channel response by both
reducing the noise component and eliminating the impact of the “border effect” (up to 2dB
gain compared to LS). This last method presents an error floor when Th = 55 due to the fact
that the “border effect” is still present and very bad results are obtained when Th is small
(Th = 43) due to the large loss of energy.
Comparatively, in the context of 802.11n, the number of null carriers is less important and the
classical DFT estimated channel response is not degraded even if it does not bring about any
improvement compared to the LS. The pseudo inverse technique completely eliminates the
“border effect” and thus its estimation (DFT − Th = CP = 16) is already very reliable. DFT
with a truncated SVD channel estimation method does not provide any further performance
enhancement as the “border effect" is quite limited in this system configuration.

7. Conclusion

Several channel estimation methods have been investigated in this paper regarding the
MIMO-OFDM system environment. All these techniques are based on DFT and are so
processed through the time transform domain. The key system parameter, taken into account
here, is the number of null carriers at the spectrum extremities which are used on the vast
majority of multicarrier systems. Conditional number magnitude of the transform matrix has
been shown as a relevant metric to gauge the degradation on the estimation of the channel
response. The limit of the classical DFT and the DFT with pseudo inverse techniques has been
demonstrated by increasing the number of null subcarriers which directly generates a high
conditional number. The DFT with a truncated SVD technique has been finally proposed to
completely eliminate the impact of the null subcarriers whatever their number. A technique
which allows the determination of the truncation threshold for any MIMO-OFDM system is
also proposed. The truncated SVD calculation is constant and depends only on the system
parameters: the number and position of the modulated subcarriers, the cyclic prefix size and
the number of FFT points. All these parameters are predefined and are known at the receiver
side and it is thus possible to calculate the truncated SVD matrix in advance. Simulation
results in 802.11n and 3GPP/LTE contexts have illustrated that DFT with a truncated SVD
technique and optimized Th is very efficient and can be employed for any MIMO-OFDM
system.
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1. Introduction 
Cooperative techniques are promising solutions for cellular wireless systems to improve 
system fairness, extend the coverage and increase the capacity. Antenna array schemes, also 
referred as MIMO systems, exploit the benefits from the spatial diversity to enhance the link 
reliability and achieve high throughput (Foschini & Gans, 1998). On the other hand, 
orthogonal frequency division multiplexing (OFDM) is a simple technique to mitigate the 
effects of inter-symbol interference in frequency selective channels (Laroia et al., 2004). The 
integration of multiple antenna elements is in some situation unpractical especially in the 
mobile terminals because of the size constraints, and the reduced spacing does not 
guarantee decorrelation between the channels. An effective way to overcome these 
limitations is generate a virtual antenna-array (VAA) in a multi-user and single antenna 
devices environment, this is referred as cooperative diversity. The use of dedicated 
terminals with relaying capabilities has been emerging as a promising key to expanded 
coverage, system wide power savings and better immunity against signal fading (Liu, K. et 
al., 2009). 
A large number of cooperative techniques have been reported in the literature the potential 
of cooperation in scenarios with single antennas. In what concerns channel estimation, some 
works have discussed how the channel estimator designed to point-to-point systems 
impacts on the performance of the relay-assisted (RA) systems and many cooperative 
schemes consider that perfect channel state information (CSI) is available (Muhaidat & 
Uysal, 2008), (Moco et al., 2009), (Teodoro et al., 2009), (Fouillot et al., 2010). Nevertheless, to 
exploit the full potential of cooperative communication accurate estimates for the different 
links are required. Although some work has evaluated the impact of the imperfect channel 
estimation in cooperative schemes (Chen et al., 2009), (Fouillot et al., 2010), (Gedik & Uysal, 
2009), (Hadizadeh & Muhaidat, 2010), (Han et al., 2009), (Ikki et al. 2010), (Muhaidat et al., 
2009), new techniques have been derived to address the specificities of such systems. 
Channel estimation for cooperative communication depends on the employed relaying 
protocol, e.g., decode and forward (DF) (Laneman et al., 2004) when the relay has the 
capability to regenerate and re-encode the whole frame; amplify and forward (AF) 
(Laneman et al., 2004) where only amplification takes place; and what we term equalize and 
forward (EF) (Moco et al., 2010), (Teodoro et al., 2009), where more sophisticated filtering 
operations are used. 
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In the case of DF, the effects of the B R (base station-relay node) channel are reflected in the 
error rate of the decided frame and therefore the samples received at the destination only 
depend on the R U (relay node–user terminal) channel. In this protocol the relaying node 
are able to perform all the receiver’s processes including channel estimation and the point-
to-point estimators can be adopted in these cooperative systems. However the situation is 
different with AF and Equalize-and-Forward (EF) which are protocols less complex than the 
DF. In the former case (AF), B R U (base station-relay node-user terminal) channel is the 
cascaded of the B R and R U channels, which has a larger delay spread than the 
individual channels and additional noise introduced at the relay, this model has been 
addressed in (Liu M. et al., 2009), (Ma et al., 2009), (Neves et al., 2009), (Wu & Patzold, 2009), 
(Zhang et al., 2009), (Zhou et al., 2009).  
Channel estimation process is an issue that impacts in the overall system complexity reason 
why it is desirable use a low complex and optimal estimator as well. This tradeoff has been 
achieved in (Ribeiro & Gameiro, 2008) where the MMSE in time domain (TD-MMSE) can 
decrease the estimator complexity comparatively to the frequency domain implementation. 
In (Neves et al., 2009) it is showed that under some considerations the TD-MMSE can 
provide the cascaded channel estimate in a cooperative system. Also regarding the receiver 
complexity (Wu & Patzold, 2009) proposed a criterion for the choice of the Wiener filter 
length, pilot spacing and power. (Zhang et al., 2009) proposed a permutation pilot matrix to 
eliminate inter-relay signals interference and such approach allows the use of the least 
square estimator in the presence of frequency off-sets. Based on the non-Gaussian dual-hop 
relay link nature (Zhou et al., 2009) proposed a first-order autoregressive channel model and 
derived an estimator based on Kalman filter. In (Liu, M.  et al., 2009) the authors propose an 
estimator scheme to disintegrate the compound channel which implies insertion of pilots at 
the relay, in the same way (Ma et al., 2009) developed an approach based on a known pilot 
amplifying matrix sequence to improve the compound channel estimate taking into account 
the interim channels estimate. To separately estimate B R and R U channels (Sheu & 
Sheen. 2010) proposed an iterative channel estimator based on the expectation 
maximization. Regarding that the B R and R U links are independent and point-to-point 
links (Xing et al. 2010) investigated a transceiver scheme that jointly design the relay 
forward matrix and the destination equalizer which minimize the MSE. Concerning the two-
way relay (Wang et al. 2010) proposed an estimator based on new training strategy to jointly 
estimate the channels and frequency offset. For MIMO relay channels (Pang et al. 2010) 
derived the linear mean square error estimator and optimal training sequences to minimize 
the MSE. However to the best of our knowledge channel estimation for EF protocol that use 
Alamouti coding from the base station (BS) to relay node (RN), equalizes, amplifies the 
signals and then forward it to the UT has not been considered from the channel estimation 
point of view in the literature. Such a scenario is  of practical importance in the downlink of 
cellular systems since the BS has less constraints than user terminals (or terminals acting as 
relays) in what concerns antenna integration, and therefore it is appealing to consider the 
use of multiple antennas at the BS improving through the diversity achieved the 
performance in the B R link. 
However due to the Alamouti coding–decoding operations, the channel B R U is not just 
the cascade of the B R and R U channels, but a more complex channel. The channel 
estimator at the UT needs therefore to estimate this equivalent channel in order to perform 
the equalization. The derivation of proper channel estimator for this scenario is the objective 
of this chapter. We analyze the requirements in terms of channels and parameters estimation 
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to obtain optimal equalization.  We evaluate the sensitivity of required parameters in the 
performance of the system and devise scheme to make these parameters available at the 
destination. We consider a scenario with a multiple antenna BS employing the EF protocol, 
and propose a time domain pilot–based scheme (Neves, et al. 2010) to estimate the channel 
impulse response. The B R channels are estimated at the RN and the information about the 
equivalent channel inserted in the pilot positions. At the user terminal (UT) the TD-MMSE 
estimator, estimates the equivalent channel from the source to destination, taking into 
account the Alamouti equalization performed at the RN. The estimator scheme we consider 
operates in time domain because of the reduced complexity when compared against its 
implementation in frequency domain, e.g. (Ribeiro & Gameiro, 2008). 
The remainder of this chapter is organized as follows. In Section 2, we present the scenario 
description, the relaying protocol used in this work and the corresponding block diagram of 
the proposed scheme.  The mathematical description involving the transmission in our 
scheme is presented in Section 3. In Section 4, we present the channel estimation issues such 
as the estimator method used in this work and the channels and parameters estimates to be 
assess at the RN or UT.  The results in terms of BER and MSE are presented in Section 5. 
Finally, the conclusion is pointed out in Section 6.     

2. System model  
2.1 Definition 
Throughout the text index n  and k  denote time and frequency domain variables, 
respectively. Complex conjugate and the Hermitian transposition are denoted by ( )*.  and 
( )H⋅ , respectively. {}Ε ⋅  and ( )∗  correspondently denote the statistical expectation and the 
convolution operator. ( )σN 2,m  refers to a complex Gaussian random variable with mean 
m  and variance σ 2 . ( )⋅diag  stands for diagonal matrix, ⋅  denotes absolute value and QI  
denotes the identity matrix of size Q . Regular small letters denote variables in frequency 
domain while boldface small and capital letters denote matrices and vectors, respectively in 
frequency domain as well. Variables, vectors or matrixes in time domain are denoted by 
( )~ . All estimates are denoted by ( )^ . 

2.2 Channel model 
The OFDM symbol =x d + p  where p   corresponds to the pilots which are multiplexed 
with data d   subcarriers. The element ( )kx  of the OFDM symbol vector is transmitted over a 
channel which the discrete impulse response is given by: 

 ( ) ( )
1

0
,

G

l gn
g

h nβ δ τ
−

=

= −∑  (1.1) 

where G  is total number of paths, gβ  and gτ  are the complex amplitude and delay of the 
gth path, respectively. gβ  is modelled as wide-sense stationary uncorrelated scattering 

(WSSUS) process. The gth  path has a variance 2
gσ  which is determined by the power delay 

profile and satisfies 1 2
0

1G
gg

σ−

=
=∑ . Although the channel is time-variant we assume it is 

constant during one OFDM symbol interval and its time dependence is not present in 
notation for simplicity. 
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2.3 Scenario description 
The studied scenario, depicted in Fig. 1, corresponds to the proposed RA schemes for 
downlink OFDM-based system. The BS and the RN are equipped with M  and L  antennas, 
respectively. The BS is a double antenna array and the UT is equipped with a single 
antenna. Throughout this chapter we analyze two RA schemes: the RN as a single antenna 
or an array terminal.  These scenarios are referred as 1M L× ×  schemes.  
 

Antenna
Array

Single 
Antenna

BS

RN
Direct Channel
Relay Channel

UT

bu :mh

br :mlh
ru :lh

Single Antenna 
/ Array

brmlh

bumh

rulh

B U
R U
B R  

Fig. 1. Proposed RA scenario 

The following channels per k  subcarrier are involved in this scheme: 
• 1M ×  MISO channel between the BS and UT (B U): ( )bu , ,  1,2m kh m =   

• 1L×  MISO channel between the RN and UT (R U): ( )ru , ,  1,2l kh l =  

• M L×  channel between the BS and RN (B R): ( )br , ,  1,2 and 1,2ml kh m l= =  

All the channels are assumed to exhibit Rayleigh fading, and since the RN and UT are 
mobile the Doppler’s effect is considered in all channels and the power transmitted by the 
BS is equally allocated between the two antennas. 

2.4 The Equalize-and-Forward (EF) relaying protocol 
For the single antenna relay scenario, the amplify-and-forward protocol studied in (Moco et 
al., 2010) is equivalent to the RA EF protocol considered here.  However, if the signal at the 
relay is collected by two antennas, doing just a simple amplify-and-forward it is not the best 
strategy. We need to perform some kind of equalization at the RN to combine the received 
signals before re-transmission. Since we assume the relay is half-duplex, the communication 
cycle for the aforementioned cooperative scheme requires two phases: 
Phase I: the BS broadcasts its own data to the UT and RN, which does not transmit data 
during this stage. 
Phase II: while the BS is idle, the RN retransmits to the UT the equalized signal which was 
received from the BS in phase I.  The UT terminal receives the signal from the RN and after 
reception is complete, combines it with the signal received in phase I from the BS, and 
provides estimates of the information symbols. 
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2.5 The cooperative system 
Fig. 2 shows the corresponding block diagram of the scenario depicted in Fig. 1, with 
indication of the signals at the different points. The superscripts (1) and (2) denote the first 
and the second phase of the EF protocol, respectively. In the different variables used, the 
subscripts u , r  and b  mean that these variables are related to the UT, RN and BS, 
respectively. 
 

RN
Estimator

1
0 BS

UT

Hard 
Decision 1

0

Estimator

Data 
Combiner

( )
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( )
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( )2
u, ky
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Estimator
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( )
( ) ( )( )1 2 1

uu, , 0,kn σN

( )
( ) ( )( )1 2 1

rr , , 0,kn σN ( )
( ) ( )( )2 2 2

uu, , 0,kn σN

( )br ,ml kh

( )bu ,m kh

SFBC 
Mapping

Soft-Decision

Soft-Decision

 
Fig. 2. The corresponding block diagram of the 1M L× ×  RA scenario 

Let ( )0 1 1
d

T

Nd  d   d= −d  be the symbol sequence to be transmitted where dN  is the 
number of data symbols, then for k  even the SFBC (Teodoro el al., 2009) mapping rule is 
defined in Table 1. The symbols ( )kd  are assumed to have unit average energy, i.e. 

( )
2

1,kd  k= ∀ , and therefore the factor 1 2  used in the mapping, is to ensure that the total 
energy transmitted by the two antennas per subcarrier is normalized to 1 . 
 

Subcarrier Antenna 1 Antenna 2 

k  ( ) 2kd  ( )1 2kd∗
+−  

1k +  ( )1 2kd +  ( ) 2kd∗  

Table 1. Two transmit antenna SFBC mapping  

The pilot symbols are multiplexed with data and the BS broadcasts the information ( )
( )1
kx   

(data and pilot) to the RN and UT. This processing corresponds to the phase I of the EF relay 
protocol. At the UT, the direct channels are estimated and the data are SFBC de-mapped and 
equalized. These two operations are referred as soft-decision which the result is the soft-
decision variable, in this case, ( )

( )1
u, ks . At the RN, pilots and data are separated; based on 

pilots, the channels B R are estimated and the soft-decision is performed. The result is the 
soft-decision variable ( )

( )1
r , ks . Then, the new pilot symbols are multiplexed in ( )

( )1
r , ks  and the 
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information ( )
( )2
kx  is transmitted / forwarded to the UT via R U channel. This second 

transmission corresponds to the phase II of the EF protocol. At the final destination, the 
required channel is estimated and the soft-decision is performed in order to obtain the soft-
decision variable ( )

( )2
u, ks . After the phase II the UT has the soft-variable provided by both the 

BS and RN. These variables are combined and hard-decoded.  

3. Mathematical description of the proposed cooperative scheme  
The mathematical description for transmit and receive processing is described in this 
section. As this work is focused on channel estimation, this scheme is designed in order to 
be capable to provide all the channels and parameters that the equalization requires in both 
phases of the relaying protocol.  

3.1 Phase I  
During the first phase the information is broadcasted by the BS. The frequency domain (FD) 
signals received at the UT in data-subcarriers k  and + 1k  are given by 

 
( )

( )
( ) ( ) ( ) ( )( ) ( )

( )

( )
( )

( ) ( ) ( ) ( )( ) ( )
( )

+ +

+ + + +

⎧ = − +⎪⎪
⎨
⎪ = + +
⎪⎩

1 1*
u, bu1, bu2, 1 1 u,

1 1*
u, 1 bu2 , bu1, 1 1 u, 1

1
2 ,
1
2

k k k k k k

k k k k k k

y h d h d n

y h d h d n
 (3.1) 

where ( )
( )1
u, kn  is the additive white Gaussian noise with zero mean unit variance ( )σ 2 1

u  and for 
1,2m = , ( )bu ,m kh  represent the channels between the BS and the UT terminal. 

The FD signals received at the RN in data-subcarriers k  and 1k +  are expressed by: 

 
( )

( )
( ) ( ) ( ) ( )( ) ( )

( )
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( ) ( ) ( ) ( )( ) ( )
( )

+ +

+ + + +

⎧ = − +⎪⎪ =⎨
⎪ = + +
⎪⎩

1 1*
r , br1 , br2 , 1 1 r ,

1 1*
r , 1 br2 , br1 , 1 1 r , 1

1
2 , 1,2
1
2

l k l k k l k k k

l k l k k l k k k

y h d h d n
l

y h d h d n
 (3.2) 

where ( )br ,ml kh   represent the channels between the antenna m of the BS and antenna l of the 
RN terminal and ( )

( )1
r , kn  is the additive white Gaussian noise with zero mean unit variance 

( )2 1
rσ .   

Since the data are SFBC mapped at the BS the SFBC de-mapping at the terminals RN and UT 
also includes the MRC (maximum ration combining) equalization which coefficients are 
functions dependent on the channels estimates. It is widely known that in the OFDM 
systems the subcarrier separation is significantly lower than the coherence bandwidth of the 
channel. Accordingly, the fading in two adjacent subcarriers can be considered flat and 
without loss of generality we can assume for generic channel ( ) ( )1k kh h += . Thus, in phase I 
the soft-decision variables at the UT follow the expression.  

 ( )
( )

( ) ( )
( )

( ) ( )
( )

( )
( )

( ) ( )
( )

( ) ( )
( )

+

+ +

⎧ = +⎪
⎨

= − +⎪⎩

1 1 * 1*
u, bu1, u, bu2 , u, 1

1 * 1 1*
u, 1 bu2, u, bu1, u, 1

,
k k k k k

k k k k k

s g y g y

s g y g y
 (3.3) 
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where the equalization coefficients for 1,2m =  are given by ( ) ( ) σ= 2
ubu , bu ,

ˆ 2m k m kg h .  After 

some mathematical manipulation, these soft-decision variables may be expressed as: 

 
( )

( )
( ) ( )
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( ) ( )
( )
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( )
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( ) ( )
( )

( )
( ) ( )

( )
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bu1, 1 bu2 , 11 1 1 *
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2 2 ,ˆ ˆ

2 2
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s d n n

h h
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⎧
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⎪
⎨
⎪

= Γ + −⎪
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 (3.4) 

 

where 
=

Γ = ∑
2 2

bu bu
1

1 ˆ
2 m

m
h . 

The soft-decision variables should be kept in a buffer, waiting for the information to be 
provided by the RN in the second phase of the protocol. The mathematical formulation of 
the next phase varies according to the number of antennas at the RN, i.e. L , and these cases 
are separately presented in the next sub-sections. 

3.2 Phase II  
3.2.1 RN equipped with a single antenna 
The FD soft-decision variables at the RN in data-subcarriers k  and 1k +  are expressed by: 

 ( )
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where the equalization coefficient are given by ( ) ( )( )=br , br ,
ˆ 2ml k ml kg h , for 1,2m =  and 1l = . 

After some mathematical manipulation, these soft-decision variables are given by: 

 
( )

( )
( ) ( )

( )
( )

( ) ( )
( )

( )

( )
( )

( ) ( )
( )

( )
( ) ( )

( )
( )

*
br11, br21,1 1 1 *

r , br , r , r ,

*
br11, 1 br21, 11 1 1 *

r , 1 br , 1 1 r , 1 r , 1

ˆ ˆ

2 2 ,ˆ ˆ

2 2

k k
k k k k k

k k
k k k k k

h h
s d n n

h h
s d n n+ +

+ + + + +

⎧
⎪ = Γ + +
⎪
⎨
⎪

= Γ + −⎪
⎩

 (3.6) 

 

where ( )
=

Γ = ∑
2 2

brbr ,
1

1 ˆ
2 mlk

m
h .  

In order to transmit a unit power signal the RN normalizes the expression in (3.6) by 
considering the normalization factor ( )kα  which is given by: 

 ( )
( ) ( )

( )
α

σ
=

Γ + Γ 2 12
rbr , br ,

1
k

k k

 (3.7) 

During the phase II, the normalized soft-decision variable is sent via the second hop of the 
relay channel R U. The FD signal received at the UT per k  subcarrier is expressed 
according to: 
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 ( )
( )

( ) ( )
( )

( ) ( )
( )2 1 2

u, r , ru, u, ,k k k k ky s h nα= +  (3.8) 

where ( )
( )2
u, kn  is the additive white Gaussian noise which is zero mean and has unit variance 

( )σ 2 2
u .  

The signal in (3.8) is equalized using the coefficients ( ) ( ) ( ) ( )( )α σ= Γ 2
tru , br, ru ,

ˆ
l k k k kg h  which after 

some mathematical manipulation is given by: 
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The equalization coefficient ( )ru1, kg  is a function dependent on the channel estimate ( )ru1,
ˆ

kh  
and the variance of the total noise. Moreover, the statistics of the total noise is conditioned to 
the channel realization ( )br ,

ˆ
ml kh . Therefore the variance of the total noise can be computed as 

conditioned to these channel realizations or averaged over all the channel realizations. We 
denote by ( )( )ru1

2
t ,h kσ  the noise variance conditioned to the specific channel realization per k  

subcarrier and by σ 2
t  the unconditioned noise variance. The noise variance of the total noise 

conditioned to channel realizations is found to be: 
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3.2.2 RN equipped with a double antenna array 
When the array is equipped with two antennas the soft-decision variables are expressed by: 
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where the equalization coefficients are expressed by ( ) ( )( )=br , br ,
ˆ 2ml k ml kg h . 

The RN transmits to the UT a unit power signal following the normalization factor in (3.7). 

However, in this scenario ( )Γbr , k  is expressed by ( ) ( )
= =

Γ = ∑∑
2 2 2

br , br ,
1 1

1 ˆ 
2k ml k

m l
h . The FD signals 

received at the UT are given by: 
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where ( )ru ,
ˆ

l kh  represent the channels between the RN and the UT terminal. The soft-decision 
variables found at the UT in phase II are expressed by: 

 ( )
( )

( )
( )

( )
( )

( )
( )

( )
( )

( )
( )

+

+ +

⎧ = +⎪
⎨

= − +⎪⎩

2 2 * 2*
ru1 ru2u, u, u, 1

2 * 2 2*
ru2 ru1u, 1 u, u, 1

,
k k k

k k k

s g y g y

s g y g y
 (3.13) 

where the equalization coefficients are given by ( ) ( ) ( ) ( )( )α σ= Γ 2
tru , br, ru ,

ˆ 2l k k k l kg h , for 1,2l = . 
In this scenario the soft-decision variables also depend on the variance of the total noise σ 2

t  
which conditioned to the channel specific realization can be calculated from (3.12) and is 
expressed by, 
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where ( ) ( )
=
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2 2
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l
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The UT combines the signals received from the RN and the BS. By performing this 
combining the diversity of the relay path is exploited. This processing is conducted by 
taking into account ( )

( )
( )

( )+1 2
u, u,k ks s  with ensure and MRC combining. The result corresponds to 

the variable to be hard-decoded. 

4. Channel estimation 
4.1 Time Domain Minimum Mean Square Error (TD-MMSE) estimator 
The TD-MMSE (Ribeiro & Gameiro, 2008) corresponds to the version of the MMSE estimator 
which was originally implemented in FD.  This estimator comprises the least square (LS) 
estimation and the MMSE filtering, both processed in time domain (TD). The TD-MMSE is a 
pilot-aided estimator, i.e. the channel estimation is not performed blindly. It is based on pilot 
symbols which are transmitted by the source and are known at destination. 
The pilot subcarriers convey these symbols that are multiplexed with data subcarriers 
according to a pattern, Fig. 3, where fN  and tN  correspond to distance between two 
consecutives pilots in frequency and in time, respectively. N  is the number of OFDM 
symbols and  cN  is the number of subcarriers.  The pattern presented in Fig. 3 is adopted 
during the transmission stages of the envisioned cooperative scheme. 
It is usual the pilot symbols assume a unitary value and be constant during an OFDM 
symbol transmission. Thus, at k  subcarrier the element p  of the vector p  may be expressed 
by a pulse train equispaced by fN  with unitary amplitude. The corresponding expression 
in TD is also given by a pulse train with elements in the instants ( )c fn mN N− , for 

{ }0; 1fm N∈ − , according to the following expression. 
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= =

= ←⎯⎯→ =∑ ∑  (4.1) 

The transmitted signal is made-up of data and pilot components. Consequently, at the 
receiver side the component of the received signal in TD is given by the expression in (4.2). 
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where ( )nn is the complex white Gaussian noise. 
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Fig. 3. Pilot pattern 

In order to perform the LS estimation in TD, i.e. TD-LS, the received signal is convolved 
with the TD pilot symbols ( )np . This convolution corresponds to multiply by 1  the 
subcarriers at frequencies fN  as by design these are the positions reserved to the pilots thus 
the data component in the received signal vanishes. The resulting CIR estimate ˆ

LSh  is made-
up of  fN  replicas of the CIR separated by c fN N . 
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Besides to estimate the CIR the TD-MMSE in (Ribeiro & Gameiro, 2008) can estimate the 
noise variance as well. It corresponds to an essential requirement when the UT has no 
knowledge of this parameter.  Since we know that the CIR energy is limited to the number 
of taps, or the set of the taps { }G , the noise variance estimate 2ˆ nσ  can be calculated by take 
into account the samples out of the number of taps, i.e. { }n G∉  and by averaging the 
number of OFDM symbols N . Thus 2ˆ nσ  is given by: 

 
( ) ( )

{ }

2
2

1

ˆˆ .
N

c f
n n

i n Gc f

N N
h

N N G N
σ

= ∉

=
⎡ ⎤−⎣ ⎦

∑ ∑  (4.4) 

The MMSE filter can improve the LS estimates by reducing its noise variance. The TD-
MMSE filter corresponds to a diagonal matrix with non-zero elements according to the 
number of taps, i.e. G , thus it can be implemented simultaneously with the TD-LS estimator 
and this operation simplifies the estimator implementation. The MMSE filter implemented 
by the ( ) ( )c f c fN N N N×  matrix and for a generic channel h it is expressed by: 
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 1
ˆ ˆ ˆ, ,MMSE h hh hh

−=W R R  (4.5) 

where ˆ ˆhh
R  is the ( ) ( )c f c fN N N N×  filter input correlation matrix, { }ˆ ˆ HΕ hh , which is given 

by 2
c fn N Nhh σ+R I , and  ˆhh

R  is the ( ) ( )c f c fN N N N×  filter input-output cross-correlation 
matrix, { }ˆ HΕ hh , which is given by ( )σ σ σ −⎡ ⎤= ⎣ ⎦

2 2 2
0 1 1diag ,  ,   , ,  0, ,  0GhhR .  

4.2 Channels and parameters estimates 
According to the scenario previously presented, there are channels which correspond to 
point-to-point links: ( )bu ,m kh  and ( )br ,ml kh . Therefore, these channels can be estimated by using 
conventional estimators.  However, for the RN UT links, and since the EF protocol is used, 
it is necessary to estimate a version of ( )ru ,l kh , which depends on ( )kα  and ( )kΓ , the 
equivalent channel ( ) ( ) ( )α= Γeq ru ,k k l kh h . Note that the UT has no knowledge of ( )kα  and ( )kΓ . 
These factors are dependent on ( )br ,ml kh  which the UT has no knowledge as well. However, 
the channels ( )br ,ml kh  are estimated at the RN, and based on that, ( ) ( )k kα Γ  is calculated. 
Therefore, we propose to transmit the factor ( ) ( )k kα Γ  at the pilot subcarriers as pilots. 
Consequently, the new pilots are no longer constant and that may compromise the 
conventional TD-MMSE performance, since this estimator was designed in time domain 
assuming the pilots are unitary with constant values at the destination. Although our 
approach enables the destination had knowledge of the non-constant pilot ( ) ( )( )k kα Γ , the 
result of the convolution between the received signal and these pilots, would result in the 
overlapped replicas of CIR, according to the Fig. 4. 
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Fig. 4. Pilots with non-constant values result in the overlapped replicas of the CIR 

However, the ( )kα  expressions depend on the noise variance ( )σ 2 1
r  and the product ( ) ( )α Γk k  

tends to one for a high SNR value, according to (4.6). The same equation also suggests that 
the factor ( ) ( )α Γk k  varies exponentially according to the SNR, as depicted in Fig. 5 for 1L = . 

 ( ) ( )
( ) ( )

( ) ( )
( )

( )α
σ

⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟Γ = Γ = Γ ≅⎜ ⎟ ⎜ ⎟⎜ ⎟Γ +⎜ ⎟Γ + Γ ⎝ ⎠⎝ ⎠

br , br ,22 12
br ,br, br, r

1 1 1.
0k k k k

kk k
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Fig. 5. ( ) ( )k kα Γ  vs. SNR 

Other behaviour of the factor ( ) ( )α Γk k  can be demonstrated in terms of SNR and subcarriers, 
as presented in Fig. 6. These plots show that in the first case, i.e. SNR 20dB= , the ( ) ( )k kα Γ  
factor presents the amplitude close to 1  with some negligible fluctuation. However, in the 
second case, SNR 2dB= , the result is likely different to the previous one: the ( ) ( )α Γk k  factor 
presents an amplitude also close to 1  but the fluctuation is not negligible.  
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Fig. 6. ( ) ( )α Γk k  per subcarriers 

The results in Fig. 6 emphasize that transmit the factor ( ) ( )α Γk k  in the pilot subcarriers may 

degrade the estimator performance and the causes are: 
1. Pilots with some fluctuation  in amplitude:  



Channels and Parameters Acquisition in Cooperative OFDM Systems 

 

127 

• As the amplitude of the pilots at the destination are constant and equal to one, the 
result of the estimation is a spread of the replicas of the CIR. 

2. Decreasing the amplitude of the pilots:  
• The SNR of the pilots is decreased as well.   

3. The MMSE filter depends on the statistics of the channel B R  
Despite we are considering the TD-MMSE estimator in our analysis, the causes presented 
previously degrade the performance of any other estimator scheme as well. In order to 
quantify how these effects can degrade the estimator performance we evaluated the impact 
of both of them, separately, in a SISO system, since the B R and R U channels correspond 
to point-to-point links.  
First, we evaluate the case when the pilots have some fluctuation in amplitude. We consider 
that the pilots (originally with unit amplitude) had their amplitude disturbed by a noise 
with zero mean and variance equal to ( ) ( ){ }22

k k1αΓσ = Ε − α Γ , 2
αΓσ  quantifies how far the 

factor ( ) ( )α Γk k  would be from the pilots with unitary amplitude.   We can express 2
αΓσ  as:  

 ( ) ( )( ){ } ( ) ( ){ }22
k k k k1 2 .αΓσ = + Ε α Γ − Ε α Γ  (4.7) 

Therefore, the pilots are no longer constant and unitary. They have some fluctuation in 
amplitude which depend on ( ) ( )α Γk k  and they are equal to 2p  1 z

αΓσ
= + , where z  has a 

normal distribution with zero mean and power 2
αΓσ . The performance of a SISO system 

which the pilots correspond to 2p
αΓσ

 is shown in Fig. 7 (dash line). For reference, we also 
include the SISO performance for unit pilots, 1p .  Since we are focus on the degradation of 
the estimator performance, the results are presented in terms of the normalized mean square 
error (MSE) and 0bE N , where bE  corresponds to the energy per bit received at UT and 0N  
is the power spectrum density of the total noise which affects the information conveying 
signals. The normalized MSE for a generic channel h  is given by: 

 
{ }
{ }

2

2

ˆ
MSE .h

h h

h

Ε −
=

Ε
 (4.8) 

For low values of SNR, [ ]0 4− , the major difference in performance between the two results 
is approximately 0.5dB , which is not a noticeable degradation and the estimator 
performance is not compromised.  
The second effect to be evaluated is the decreasing of the amplitude of the transmitted pilot. 
In order to evaluate this effect we also consider a SISO system, for which the transmitted 
pilots assume different constant values, and we consider different values of the factor 

( ) ( )α Γk k  as pilot. The normalized MSE is given by (4.9). The result is shown in Fig. 8 and for 
reference we include the SISO performance for unit pilots, 1p , as well.  

 
{ }
{ }
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eq eq

eq 2
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ˆ
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h h

h

Ε −
=

Ε
 (4.9) 
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Fig. 7. Channel estimation MSE performance 
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Fig. 8. Channel estimation MSE performance 
The results show a constant shift in the MSE when the amplitude of the pilots is not unitary. 
The shift presents in all results is not a real degradation. It is caused by the normalization 
present in the MSE in (4.9). In fact, assuming a MSE without normalization the results are all 
the same.  
Transmit the factor ( ) ( )α Γk k  as pilot does not bring any noticeable degradation in the TD-
MMSE performance comparing to transmitting unitary pilots. The major degradation occurs 
only when the pilots have some fluctuation in amplitude, as shown in Fig. 7, and solely for 
low SNR values. 
The conventional MMSE filter in (4.5) is implemented to improve a channel estimate ĥ  
when the required channel corresponds to h . However, according to our cooperative 



Channels and Parameters Acquisition in Cooperative OFDM Systems 

 

129 

scheme, we need estimate an equivalent channel ( ) ( ) ( )eq ru ,k k l kh h= α Γ . Since the factor αΓ  does 

not depend on ruh , the MMSE  filter input correlation matrix for the channel eqh , referred 

eq eq
ˆ ˆh h

R , is expressed by { } { } ru ru

2
eq eq

ˆ ˆ
c f

H
n N Nh hαΓαΓ

Ε = + σh h R R I  while the filter input-output 

cross-correlation, referred as 
eq eq

ˆh h
R , is given by { } { } ru rueq eq

ˆ H
h hαΓαΓ

Ε =h h R R , both 
eq eq

ˆ ˆh h
R  and 

eq eq
ˆh h

R  are ( ) ( )c f c fN N N N×  matrices. Thus the MMSE filter, when eqh  is required, may 

be express as: 

 { } { }eq ru ru ru ru

1
2

MMSE, .
c fn N Nh h h h hαΓαΓ αΓα

−

Γ

⎛ ⎞
= + σ⎜ ⎟

⎝ ⎠
W R R R R I  (4.10) 

As we shown previously in (4.6) the factor ( ) ( )α Γk k  tends to one for high values of SNR and 
examining (4.10), which depends on αΓ , it is clear that (4.10) tends to (4.5) for high values 
of SNR as well. In order to show that several simulation were performed by taking into 
account 

eq eq
ˆ ˆh h

R  and the noise variance ( )2 1
rσ . According to Fig. 9 the results show that the 

maximum value in the 
eq eq

ˆ ˆh h
R matrix is close to 40dB−  for high values of the noise variance. 
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Fig. 9. Maximum value in the correlation matrix vs. noise variance 

According to the results in Fig. 7 and Fig. 8 in terms of MSE, transmitting the factor αΓ  
brings, in the worst case, 0.5dB  of degradation reason why there is no need to increase the 
system complexity by implementing the filter in (4.10). We have shown that our cooperative 
scheme allows the use of the TD-MMSE estimator without compromising its estimate. 
According to (4.6) the behaviour of the factor ( ) ( )α Γk k  does not depend on number of taps of 

the channel, it depends only on the noise variance ( )2 1
rσ . Therefore, this analysis is applied to 
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any other channel without loss of generality. Besides to estimate the equivalent channel it is 

necessary estimate others factors ( ) ( ) ( )
22

ru,k k khα Γ  and ( ) ( ) ( )
2

br , ru,k k kα Γ Γ  for 1L =  and 2L = , 

respectively. These factors are required parameters in the variance of the total noise 

( )( )ru ,

2
t , l kh

σ , previously presented in (3.10) and (3.14). 

Although the UT does not have individual knowledge of ( )br ,ml kh , ( )kα  and ( )kΓ  it has 

knowledge of the second moment of the expected value of the channels, i.e. for all channels 

{ }2 1hΕ = . Thus, we propose the use of the noise variance unconditioned to the channel 

realization, 2
tσ , instead of its instantaneous value 

( )( )ru ,

2
t l kh

σ . Therefore, 2
tσ  is referred as the 

expectation value of the variance of the total noise. Also we consider that the channels have 
identical statistics, i.e. ( ) ( ) ( )2 1 2 1 2 2

u r uσ = σ = σ , thus 2
tσ  can be expressed numerically by (4.11) 

and (4.12) for 1L =  and 2L = , respectively. 

 ( )
( ) ( )2 2 2 22

t u u2 2
u

1 .
1.5

σ ≅ σ + σ
+ σ

 (4.11) 

 ( )
( ) ( )2 2 2 22

t u u2 2
u

1 2  .
5 2

σ ≅ σ + σ
+ σ

 (4.12) 

If we consider the premise of the cooperative transmission, high SNR compared to the SNR 
of the direct link, we have ( )2 2

u 1.5σ <<  for 1L =  and consequently (4.11) may be express as 
( )2 22

t u
5
3

σ ≅ σ . 
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Fig. 10. System performance 
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To assess the validity of using the averaged noise variance instead of the conditioned one 
we plot in Fig. 10, the BER versus 0b NΕ  performance assuming perfect channel estimation 
is available at the receiver but considering the cases where the noise variance used is the 
conditioned one and the averaged ones. The results refer to a channel as referred in Section 5 
but similar results were obtained with other models. 
The performance penalty by using the averaged noise variance is less than 0.8dB  which is a 
tolerable penalty to pay in order to obtain the variance of the total noise regarding the low 
complexity implementation. Therefore we consider the use of 2

tσ  in our schemes. 

5. Results  
5.1 Simulation parameters 
In order to evaluate the performance of the presented RA schemes we considered a typical 
scenario, based on LTE specifications (3GPP TS, 2007). In the simulations we used the ITU 
pedestrian channel model B at speed 10km/hv = . The transmitted OFDM symbol carried 
pilot and data with a pilot separation 4fN =  and 1tN = . 
We focus our analysis on the 2×1×1 and 2×2×1 scenarios and the simulations were 
performed assuming that the channels are uncorrelated, the receiver is perfectly 
synchronized and the insertion of a long enough cyclic prefix in the transmitter ensures that 
the orthogonality of the subcarriers in maintained after transmission. We use the TD-MMSE 
to estimate all the noise variances as well. 
The results are presented in terms of BER and MSE, both as function of 0bE N . The 
normalized MSE is defined according to (4.9). The MSE performance of the cooperative 
channel is evaluated by averaging the MSE’s of the direct and the relaying channel (Kim et 
al., 2007). Since the direct channel corresponds to a MISO its MSE is obtained also by 
averaging the MSE of the B U channels, both normalized. The MSE of the relaying channel 
corresponds to the MSE of the equivalent channel ( ) ( ) ( )eq ru ,k k l kh h= α Γ which is calculated 

according to (5.1). Thus the resulting MSE, i.e. the MSE of the cooperative channel, is given 
by: 

 ( )
eq

1 1MSE = MSE MSE .
2 2 h h
⎛ ⎞+⎜ ⎟
⎝ ⎠

 (5.1) 

5.2 Performance evaluation 
In order to validate the use of the proposed scheme, some channel estimation simulations 
were performed using the TD-MMSE estimator. Fig. 11 depicts the BER attained with 
perfect CSI and the TD-MMSE estimator when the RN was employing the proposed pilots. 
The difference of performance is minimal in most of the cases and in the 2×1×1 scheme 
which is in the worst case this difference is 0.5dB .  
Fig. 12 depicts the normalized MSE’s performance of the 2×1×1 scheme. These results show 
that the proposed pilot allocation, at the RN, according to Section I.B, allows the TD-MMSE 
satisfactory estimate the required channel. When comparing the channel estimator for the 
link with relay against the one of the direct link, there is some penalty which accounts for 
the additional noise added at the relay. The relative penalty decreases as 0bE N   increases 
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and can be verified to converge to 2.2dB  which is the factor of 5 3   that relates the total and 
individual noises in the asymptotic case of high SNR. According to Fig. 13, this penalty is 
smaller in the 2×2×1 scheme, since the factor ( ) ( )k kα Γ  presents a flatter behavior.  
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Fig. 11. System performance: RA 2×1×1 and RA 2×2×1 schemes 
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Fig. 12. Channel estimation MSE performance: RA 2×1×1 scheme 
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Fig. 13. Channel estimation MSE performance: RA 2×2×1 scheme 

6. Conclusion 
In this chapter we considered two problems of channel estimation in a scenario where 
spatial diversity provided by SFBC is complemented with the use of a half-duplex relay 
node employing the EF protocol. The channel estimation scheme was based on the TD-
MMSE which led to a significant complexity reduction when compared to its frequency 
domain counterpart. We proposed a scheme where the estimates of the B R link are 
inserted in the pilot positions in the R U transmission. For the estimation of the equivalent 
channel, i.e. B R U, at the destination we analyzed several simplifying options enabling 
the operation of channel estimation namely the use of averaged statistics for the overall 
noise and the impact of the fluctuations in the amplitude of the equivalent channel. In the 
RA 2×1×1 scheme is shown that in the asymptotic case of high SNR, and equal noise 
statistics at the relay and destination the penalty in the estimation equivalent channel is 
2.2dB  relatively to the case of a direct link using the same pilot density. This difference in 
performance is smaller in the RA 2×2×1 scheme since the equivalent channel presents a 
flatter behaviour. The resulting estimation was assessed in terms of the BER of the overall 
link through simulation with channel representative of a real scenario and the results have 
shown its effectiveness despite a moderate complexity. 
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1. Introduction

Methods for interference mitigation and adaptive multi-user resource allocation are among
the most promising technological breakthroughs that should improve capacity of the last
generation broadband wireless systems. In multi-cell scenarios characterized by radio
technologies based on OFDMA (Orthogonal Frequency Division Multiple Access), co-channel
interference is the performance limiting factor and techniques that reduce transmission power,
act indirectly on the co-channel interference levels. In this work we investigate multi-cell
scenarios with mobile users in which power and channel adaptation act as positive factors
on the interference reduction. We are interested particularly on the role of closed loop power
control and of simple techniques for fast channel assignment in multi-cell configurations with
low reuse factors (possibly between 1 and 3). From the numerical findings presented in this
chapter, it turns out that spectral efficiency can be improved by algorithms that are simple and
fast enough to be exploited for mobile users, at least at pedestrian velocities.
The ambitious capacity requirements for future broadband wireless networks expose system
designers to the challenging compromise between the scarcity of spectral resources and the
impairments introduced by radio propagation randomness. At the heart of this challenge there
is the ability to exploit radio resources as efficiently as possible in all available dimensions
(space, time, frequency or channel, power, modulation and coding). Since mitigation of
interference and resource allocation strategies are usually studied separately, in this work we
aim to investigate more deeply the relations between the application of simple techniques
for allocating power and channels to mobile users and their impact on interference and,
consequently, on multi-cell overall performance.
Adaptive allocation techniques have already demonstrated their ability to mitigate the effect
of deep fading by encouraging channel access to users temporarily experiencing better
propagation conditions, taking advantage by the so-called ’multiuser diversity gain’ (Knop &
Humblet (1995)). In our previous works (Galati et al. (2010); Reggiani et al. (2007); Galati et al.
(2008)) we have shown how resource allocation algorithms in multi-cell environments have a
non-trivial impact on downlink mutual interference among cells when the simple mechanism
of power adaptation is applied to the system sub-channels: when the power, after channel
assignment, is reduced to the minimum level required for the selected modulation and coding
profile, all the network acquires an advantage from the interference reduction, giving rise to
a ’virtuous loop’ in which performance parameters as spectral efficiency or coverage turn out
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to be improved significantly. So the decrease of transmitted power levels, possibly due to the
efficient use of resources, reveals an interference mitigation impact even if the algorithms or
the allocation strategies are not directly designed or applied for this final effect. More precisely,
in (Reggiani et al. (2007)) different specific adaptive allocation algorithms were applied, on
a cell-by-cell basis, to a multi-cell system with fixed terminals and air interface parameters
compliant to IEEE 802.16 (WiMax) AMC standard (IEEE Std 802.16 (2004); IEEE Std 802.16e
(2005)).
In this chapter, we overcome the fixed users assumption of our previous works and we
examine a downlink/uplink scenario with mobile users focused on OFDMA physical layer
architectures as in the recent LTE (Long Term Evolution) standard and in the previous IEEE
802.16. In particular, we discuss the performance outcomes considering, at the same time,
the updating rate of the algorithms, which is clearly one of the main constraints for their
application to mobile users. As already mentioned, we examine two relevant issues: (i) the
role of fast, closed loop, power adaptation in the multi-cell interference mitigation and (ii) the
positive impact of very fast and simple allocation techniques, well suited to the application
within a mobile scenario. The key point under the analysis of these techniques is the power
reduction that is made possible either as a response to channel variations (power control)
or as effect of advantageous channel assignments. The final, positive impact is a reduction
of the overall network interference. So the novel contributions reported in this work are
(i) the evaluation of allocation techniques and fast loop power adaptation on the multi-cell
interference scenario with mobile users and (ii) the principle of set partitioning applied to
allocation strategies for enhancing the response rate of these techniques (Sect. 3).
The chapter is organized as follows: Sect. 2 describes the system model and the channel
assumptions, Sect. 3 reports the proposed fast adaptive strategies and Sect. 4 resumes the
assumptions and procedures adopted in the analysis and in the simulations. Finally Sect. 5
illustrates the numerical results in terms of spectral efficiency, allocation updating rate and
complexity reduction.

2. System model

The simulation scenario is a network of cell sites, each one divided into three hexagonal
sectors and with a frequency reuse factor equal to 3 (Fig. 1). Performance is simulated only
for users belonging to the center sector; the surrounding base stations (BS) generate two
tiers of interferers. Base stations are equipped with directional antennas, whose patterns are
taken from the 3GPP standard document (3GPP TR 25.996 (2003)) while mobile terminals
are equipped with omnidirectional antennas. The frequency selective time variant channel
model is derived from (3GPP ETSI TR 101 112 (1998)), which is dedicated to test environments
and deployment models. We select one vehicular model with a power delay profile of type
Veh− A, corresponding to a delay spread of 370 ns and two pedestrian models of type Ped− A
and Ped− B, characterized by delay spreads of 45 ns and 750 ns respectively. All the models
are described by a power delay profile with 6 or 4 taps at fixed delays and a classic Doppler
spectrum whose bandwidth depends on the user velocity v. Antenna and channel parameters
are summarized in Table 1, the tapped-delay line parameters of vehicular and pedestrian test
environments in Table 2.
Our case study is a scalable-OFDMA (S-OFDMA) system, in which the total available
bandwidth is divided in Nsc sub-carriers, each one associated to a bandwidth that is much
smaller than the coherent channel bandwidth but greater than the inverse of the channel
coherence time. Then sub-carriers are grouped into NS sub-channels and a user is assigned
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Base station equipment
Antenna Gain 17 dBi
3-dB beamwidth 70◦
Maximum BS power 35 dBm

User station equipment
Antenna Gain 0 dBi
Radiation Pattern Omnidirectional
Noise figure 5.2 dB

Channel model
Path loss PL(d) = 136.7 + 39.7log10(d)

[PL in dB; d in km]
Center frequency 3.5 GHz
Fast fading Veh-A, Ped-A or Ped-B model

Table 1. Antenna, channel model and equipment parameters.

one or more sub-channels for its traffic. The number NU of users admitted to the service
will be smaller or equal to NS. A sub-channel can be constituted by adjacent or distributed
sub-carriers. In our simulations, we will consider adjacent sub-carrier allocation modes
(named as ’AMC’ in IEEE 802.16 standard). For example, in case of AMC permutation zone,
each sub-channel consists of a group of 18 contiguous sub-carriers (16 data and 2 pilots) where
fading is assumed correlated. With a bandwidth of 10 MHz per sector and an FFT (Fast Fourier
Transform) size equal to 1024, the sub-carrier spacing Δ f is 11.16 kHz and the number of
sub-channels per sector is NS = 48.
As the fading is assumed flat in each sub-channel, the instantaneous channel state indicator
(CSI) of the i-th sub-channel, seen by the k-th user, is defined as

βk,i =
PN + Ik

Hk,i
, (1)
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Fig. 1. Network topology: the sectors identified by the same letter (A, B or C) employ the
same frequency band. Circles denote the base stations and the center sector is delimited by a
bold line.
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Veh-A Model
Tap Rel. Delay (ns) Avg. Power (dB)
1 0 0.0
2 310 −1.0
3 710 −9.0
4 1090 −10.0
5 1730 −15.0
6 2510 −20.0

Ped-A Model
Tap Rel.Delay (ns) Avg. Power (dB)
1 0 0.0
2 110 −9.7
3 190 −19.2
4 410 −22.8

Ped-B Model
Tap Rel.Delay (ns) Avg. Power (dB)
1 0 0.0
2 200 −0.9
3 800 −4.9
4 1200 −8.0
5 2300 −7.8
6 3700 −23.9

Table 2. Test Environment Tapped-Delay-Line Parameters

where Hk,i is the channel gain, including path loss, fast fading and antenna gains, PN is the
noise power and Ik is the instantaneous interference power generated by the surrounding
co-channel interferers. We do not generally assume the ideal instantaneous estimation of Ik in
Equation 1 but only of an average interference power Ik since random fluctuations of Ik appear
unpredictable without a distributed control among the interfering BSs. Moreover, as we are
considering mobile terminals, imperfect estimation of channel gains Hk,i can derive from the
fact that the algorithm updating time (i.e. the interval between two consecutive applications
of the allocation algorithm) is not negligible w.r.t. the channel coherence time. Assuming
that only an average interference power Ik can be known at the algorithm processing unit
(typically at the BS), the interference variations, not perfectly estimated, are compensated by
an interference (and noise) margin FMI , while the variations experienced by the channel gain,
due to Doppler effect, are compensated by a Doppler margin ΔFF, resulting in the new CSI
definition

γk,i = ΔFF · FMI
PN + Ik

Hk,i
, (2)

which is the general input of the allocation algorithms. The two functions 1 and 2 are directly
related to the signal-to-interference noise ratio (SINR) at the i-th sub-channel for the k-th user
by means of the transmitted power Pk,i.
If we consider, for each modulation and coding profile l = 1..L, the number cl of information
bits provided per carrier and the lower SINR bound αl for its correct functioning, each
sub-channel i is supposed to transmit successfully ck,i = cl information bits per carrier for
the k-th user if the algorithm is able to assign a power Pk,i : SINRk,i = Pk,i/γk,i = αl . In
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our simulations, the thresholds αl (1 ≤ l ≤ L) are assumed equally spaced between the
minimum and the maximum values specified in modulation and coding profiles for IEEE
802.16 S-OFDMA standard (α1 = 2.88dB and αL = 17.50dB). For the sake of generality,
instead of considering a number cl of information bits provided per carrier that depends
on the chosen modulation and coding, we assume that an user, whose SINR achieves the
threshold αl , transmits with the theoretical Shannon efficiency

ηl [bit/s/Hz] = log2(1 + 10αl/10). (3)

If none of the thresholds is exceeded, sub-channel i is switched off for the k-th user.

3. Fast adaptive techniques

In OFDMA systems, smart allocation of radio resources is a crucial aspect for achieving
excellent performance levels. In Fig. 2 we can observe a typical structure of an OFDMA
time-frequency layer: the set of sub-carriers and symbol times is divided into resource blocks
(RB), which constitute the minimum amount of resources that can be assigned to an user
connection. In fact each user is assigned a set of RBs, generally but not necessarily contiguous
(Fig. 2(a)). The sub-carriers of the same RB are interested by the same modulation, coding
profile and power. For the sake of simplicity but without loss of generality w.r.t. the scope of
this study, we assume a resource division based on a one-dimensional approach, where a user
is assigned the same sets of sub-carriers for the entire allocation time TUPD (Fig. 2(b)). So a
resource block is equivalent to a sub-channel and an user can share separate sub-channels in
the same TUPD.
The allocation techniques require knowledge of the function reported in Equation 1 with
an updating time TUPD that should be shorter than the coherence time of the channel; this
constitutes the main limiting factor in mobile applications. When TUPD is comparable or
greater than the coherence time of the channel, the algorithm performance degrades rapidly
as the channel gain in that updating interval can experience heavy fluctuations due to the
Doppler effect. In order to compensate this degradation, our simulations pre-compute the
’Doppler margin’ ΔFF in Equation 2 as the channel gain variation that each sub-channel
exceeds, during an entire period TUPD, with a probability equal to 0.10. So ΔFF is used in
the new CSI estimate as in Equation 2. As expected, this Doppler margin depends both on
the updating time and on the channel coherence time, which is function of the mobile user
velocity v.
In the sequel, we present a study on the impact of fast closed loop power control on
interference (Sect. 3.1) and of techniques for exploiting multi-user diversity in channel
assignments also in a mobile context (Sect. 3.2).

3.1 Closed loop power adaptation
In OFDMA systems, power adaptation is performed either in open or closed loop modalities.
It is well known that a fast closed loop mechanism plays a crucial role in CDMA cellular
systems for limiting the intra-cell interference, especially on the uplink. Here we are interested
to the impact of fast power adaptation on OFDMA systems with low reuse factors as a positive
contribution to limiting extra-cell interference. This is true for the uplink direction, as already
observed in (Schoenen & Qin (2009); Li et al. (2008); Tee et al. (2007)), but also for the downlink
side, on which we have focused our analysis. The analytical procedure presented in Sect. 5 will
take into account the multi-cell interference and it will assume ideal channel knowledge and
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Fig. 2. Time-frequency resource organization in an OFDMA system: two-dimensional (a) and
one-dimensional scenarios.

adaptation. On the other hand, the simulations will reveal the impact of these techniques for
several levels of the updating time (w.r.t. the channel coherence) and with other impairments.
The closed loop power adaptation (CLPA) is able to adjust the power at the base station
(downlink) or at the terminal (uplink) at the level that is exactly necessary to achieve the
maximum profile threshold αl (1 ≤ l ≤ L) compatible with the power assigned to each
sub-channel PS = PBS/NS, being PBS the total maximum BS transmission power. In CLPA
there is no allocation based on the channel state indicator but users are assigned to available
sub-channels randomly. In practice, in our simulations, each user is assigned to NS/NU
sub-channels: the selected modulation profile 0 ≤ l ≤ L is given by

l :

{ PS
γk,i
≥ αl

PS
γk,i

< αl+1
(4)

where α0 = −∞, being l = 0 associated to the absence of transmission, and αL+1 = +∞. Then
power is adapted to the value

Pk,i = αl · γk,i ≤ PS. (5)

Disequalities 4 and 5 are checked every TUPD seconds and either powers or modulation
profiles can be changed according to the channel variations reported by the updated
coefficients γk,i.

3.2 Fast channel assignment
As mentioned in Sect. 1, smart resource allocation in OFDMA systems is usually performed
for fixed users since the assignment procedure is hardly compatible with challenging mobility
constraints. The algorithm updating time is affected by the necessity of transmitting CSI at the
base station (downlink) and by the computing time of the algorithm itself. Here we propose
a very simple approach in which the base station does not operate on the complete group of
sub-channels and users but only on small subsets. In other words, the base station does not
assign a channel to a user but subsets of NS/P channels to NU/P users with 1 ≤ P ≤ NU
(also with small values, e.g. NS/P = 3 or 4) reserving one or two bits to the fast assignment
communication to the users inside each subset. This solution is a partitioning procedure into P
sets of sub-channels and P sets of users, applied to the general problem of channel assignment
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and necessary for speeding up the process (Fig. 3). Set partitioning is fixed and, by means
of this procedure, the initial problem is reduced to a computational complexity that can be
expressed as

CL = P · fC
(

NS
P

,
NU

P

)
<< fC (NS, NU) , (6)

with fC denoting a measure of the computational load of the allocation algorithm adopted in
the system.
In fact, this kind of algorithm reduction to a minimum assignment problem is the way for
allowing fast and light adaptation to the channel variations for mobile users. The numerical
results will highlight the performance trade-offs that can be obtained at several degrees of
updating time and partitioning factors. The assignment should follow the same updating
time TUPD of the power control in Sect. 3.1; this means that, each TUPD seconds, the system
reallocates the radio resources to the available users (not necessarily the same of the previous
period TUPD).

Fig. 3. Partitioned channel assignment for reduced complexity and increased speed.

3.3 Test-bed allocation strategy
In (Galati et al. (2008)) it is shown that, in a fading environment, the impact of a generic
allocation strategy on SINR distribution can be described, in its dominant aspects, by a
single parameter ID. The use of the parameter ID allows us to not consider, in this study, a
particular allocation algorithm, which is not our objective here (a high number of examples
are present in the literature), but to focus our attention on the impact produced on the
network. So we investigate the overall system by using this simple parameter and by avoiding
long and useless discussions about the details of numerous solutions. In practice, when we
are interested on a particular allocation solution, we can estimate its ID in order to have
immediately a measure of its impact on network performance. As allocation algorithms
usually operate with many different parameters and constraints, this ID assignment could
require an a-posteriori estimation. In the simulations of this work and in our comparative
study, we simulate a simple allocation algorithm where we can modulate a-priori the value
of parameter ID from 1 to its maximum value, which is, for independent fading among the
users, equal to the number NU of active users in each cell (maximum order of multi-user
diversity). We remark that this choice allows to separate the numerical results of this work
from a specific choice of resource allocation algorithms for both analysis and simulations. In

143Fast Power and Channel Adaptation for Mobile Users in OFDMA Multi-Cell Scenarios



this test-bed algorithm, multi-user diversity of order ID is provided by a strategy that assigns
a sub-group of ID users to each sub-channel and selects, in each sub-group, the user with the
best SINR.
Another rule is introduced in the assignment of users to sub-groups, in order to give each user
the same number of chances to transmit. Given NS sub-channels, NU users and a diversity
order ID, with NS = k ∗ NU a fair rule assigns each user to (NS ∗ ID)/NU = k ∗ ID sub-groups.
The assignment slots can be structured as a matrix with NS rows and ID columns and the
assignment of slots to the users is actuated filling the matrix by rows with k repetitions of an
ordered list of the users U1...UNU , as can be seen in Fig. 4(a). In the sequel this algorithm will
be denoted as TABID. After this operation, the power per sub-channel is adjusted according
to Equation 5.
We observe that, when ID = 1, the algorithm corresponds to the absence of any allocation
strategy since the users are allocated to the sub-channels without SINR selections. So ID = 1
can be considered as the realization of the CLPA mechanism described in Sect. 3.1. Moreover,
the application of the set partitioning principle on TABID (Fig. 4(b)) highlights the main
impact that a complexity reduction procedure has on the algorithm effectiveness, i.e. a
reduction of the multi-user diversity. As can be observed in Fig. 4(b), after set partitioning,
the effective ID of the reduced complexity algorithm becomes

ID,e f f = min
{

ID,
NU

P

}
. (7)

Our overall framework, with the algorithm options, is sketched in Fig. 5.

Fig. 4. Allocation of groups of users to sub-channels sci with TABID strategy for NU = 4,
NS = 8 and ID = 3 with P = 1 (a) and P = 2 (b). For each sub-channel, TABID will select the
user with the best SINR in the corresponding row.

4. Multi-cell analysis

In multi-cell networks, SINR levels are affected by the power reduction caused by the adaptive
techniques. In order to understand the behavior of the overall multi-cell system two different
approaches have been implemented: (i) a completely simulative one (denoted as F1), in which
the TABID algorithm runs in the simulation environment as detailed in (Reggiani et al. (2007))
and (ii) an iterative analytical approach denoted as F2 and already presented in (Galati et al.
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Fig. 5. Overview of the allocation options used for the numerical results.

(2008)), which reproduces the algorithm effect on SINR distribution by means of ID, computes
the power reduction and recursively applies it to the power of interfering BSs. In other
words, F2 reproduces successive applications (over consecutive TUPD) of a generic allocation
algorithm until the system has achieved its stationary interference and SINR levels. In this
work, numerical results will be focused on the final spectral efficiency for different algorithm
parameters (P in Sect. 3.2, updating time), channels and user velocity (Sec. 2). The analysis is
characterized by the following assumptions:

• All the active users are at distance d from the six reference BS and at distance D from six
interfering BSs and no shadowing is present.

• Identically independent distributed (i.i.d.) fading An is applied on the generic n− th link
(n = 0 for the reference link, n = 1, ..., 6 for interfering links) with a probability density
function fAn(x) = fA(x).

• At the first iteration (i = 0), the transmitted power per sub-channel in all BSs is fixed to a
nominal value PTX(0) = PS = PBS/NS.

• At i−th iteration, the power reduction ρ(i), which results from Equation 5 and is described
by its probability density function fρ(i)(x), is computed and applied to the nominal value
PS in all the co-channel BSs, modifying their transmission power PTX(i).

• Channel fading is assumed non-ergodic, constant in each user transmission block.

Fig. 6. Block diagram of the recursive loop for the analytical procedure F2.

So, in this scenario, at i−th iteration, the SINR value γin(i) is computed in model F2 as

γin(i) =
S

I(i) + N
=

PS · PL0 · A0

∑6
n=1 PTX,n(i) · PLn · An + N

(8)
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where N, i.e. the additive white Gaussian noise power, PL0 and PLn, i.e. the path loss
of the reference and interfering links, are deterministic parameters, while the fading A0,
An and the transmission power PTX,n(i) in the n−th BS co-channel are statistical variables
with probability density functions fA(x) and fPTX(x) respectively. The term I(i) denotes the
interference at the i−th iteration step. The functional block diagram of the recursive system
is shown in Fig. 6: the distribution of γin(i) is computed in block B and it is processed in
block C through the parameter ID , producing the cumulative distribution function of γout(i)
as Fγout(x) = [Fγin(x)]ID , with Fγ(z) =

∫ z
−∞ fγ(x)dx. The distribution of γout(i) goes into block

D that computes the distribution of power gain ρ(i) (i.e. the power adaptation). Finally block
A closes the loop, receiving the power gain distribution fρ(i)(x) and applying it to nominal
transmission power PS of the interfering BSs. The distribution of the updated power PTX(i) is
used for the new distribution γin(i + 1) in the next iteration. If the initial distribution fγin(x)
cannot be derived analytically, it is obtained by simulation (F1) at the first iteration and then
it is processed by F2 to produce final distributions fγout(x).

5. Numerical results

Simulations have been performed in different configuration scenarios, mobile users at a fixed
distance dFIX from the BS, at different distances d from the BS, in the downlink or in the
uplink. However some common parameters are adopted in the simulations: each BS is set
to a nominal power equal to PBS = 35 dBm, the number of users is fixed to NU = 12
and the number of available sub-channels is equal to NS = 48. Moreover a set of 6 SINR
thresholds αl is defined among a minimum value α1 = 2.88 dB and a maximum αL = 17.50
dB. Channel fading is modelled by Veh − A power delay profile for users’ velocities from
v = 0 km/h to v = 60 km/h, while two different pedestrian models (Ped− A and Ped− B)
are used from 0 to 20 km/h. The system performance is computed and analyzed in terms of
achievable spectral efficiency ηout at different mobile terminals velocities, different updating
times (TUPD = [5, 10, 20, 40] ms), in presence or not of smart radio allocation techniques and
Closed Loop Power Adaptation (CLPA). The maximum spectral efficiency in the analyzed
system is equal to max(ηout) = 10log2(1 + 10(αL/10)) = 5.839 [bit/s/Hz].
Figs. 7-11 have been obtained in the downlink configuration. In Figs. 7-8, we show the
validity of the the analytical model F2 introduced in Sect. 4 w.r.t. the results obtained with
intensive simulation (F1). Performance is shown in terms of the spectral efficiency ηout that
can be achieved using different fading models, Ped− A and Ped− B respectively, at different
velocities of the mobile terminals (from v = 0 to v = 15 km/h) and when the updating
time of the allocation strategies is progressively increased, i.e. producing a new allocation
configuration each TUPD = [5, 10, 20, 40] ms. In fact, TUPD = 5 ms means that the allocation
algorithm is able to take decisions in each OFDMA frame (in IEEE 802.16 standard each
frame has a duration equal to 5 ms) and to distribute the available resources according to
the channel state conditions (sub-channels, modulation profile and power) among the active
users. Here we apply ID = NU = 12, that corresponds to the configuration that is able to
exploit the highest multi-user diversity order, in order to produce the maximum performance.
As we can see in Fig. 7 spectral efficiency estimated by means of the F2 procedure, whose
results are shown with continuous lines, fits very well the values computed by means of
intensive simulations F1, whose results are reported with filled markers. We can notice that
ηout progressively decreases when TUPD increases as the allocation strategy loses its ability
to react to the time-varying channel conditions, especially when the updating time is higher.
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Similar considerations can be done for Fig. 8, which has been derived using pedestrian channel
model Ped− B.
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Fig. 7. Spectral efficiency (ηout) as a function of user velocity v [km/h] with fast fading
defined by pedestrian channel model Ped− A. Results are obtained with the analytical
approach F2 (continuous lines) and compared to performance computed with intensive
simulations F1 (filled markers).

Figs. 9-11 show results that are similar to those reported in Figs. 7-8 since we highlight the
achievable spectral efficiency as a function of terminals velocity and algorithm updating time.
However we want to stress the advantages of smart dynamic resource allocation algorithms
(ID = NU = 12) over a simple mechanism of power adaptation, referred as CLPA in Sect. 3.1,
which corresponds to the absence of any allocation strategies (diversity order parameter ID =
1). In order to have a complete comparison, we draw also the achievable spectral efficiency
values when sub-channels are assigned randomly and power adaptation mechanism is not
applied. This represents the worst case with ID = 1 (so absence of allocation strategy) and
transmission power applied to each sub-channel always fixed to the maximum available value
PS = PBS/NS; it is clear the advantage provided by CLPA and particularly by even simple
allocation strategies. In Fig. 9, we can observe the performance obtained with a Veh− A fading
model and at several velocities, from v = 0 to v = 60 km/h. It is clear how with v > 20− 30
km/h, forming sub-channels from contiguous sub-carriers, as in the AMC configuration, is not
able to react effectively to the severe channel conditions; in these cases, interference averaging
strategies like mechanisms of channel permutation are more advantageous solutions (e.g.
the PUSC or FUSC configurations in IEEE 802.16 standard). In fact, at high speeds, even the
adoption of advanced smart allocation solutions is not effective. However, if we consider slow
mobile terminals movements with average velocity within v = 15 km/h, we can notice that
we achieve a considerable gain over the simple CLPA strategy when we apply radio resource
allocation algorithms. For pedestrian users, Fig. 10 and Fig. 11 highlight the value of ηout in the
presence of Ped− A and Ped− B power delay profiles respectively. We can notice that, with
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Fig. 8. Spectral efficiency (ηout) as a function of variable mobile terminals speed v [km/h]
with fast fading defined by pedestrian channel model Ped− B. Results are obtained with the
analytical approach F2 (continuous lines) and compared to performance computed with
intensive simulations F1 (filled markers).

TUPD = 40 ms and speed v > 5 km/h, the additional complexity introduced by the smart
allocation strategy makes no sense as we can obtain the same performance with the simple
CLPA or even random allocation with no power adaptation at all. In fact, the updating rate
1/TUPD has to be faster for making the algorithm react to the rapidly changing conditions
of the wireless channel. Nevertheless, with updating time TUPD < 10 ms (corresponding to
a new resource allocation each two OFDM frames in IEEE 802.16 standard), we can see that
smart algorithms are strongly recommended for achieving a satisfactory transmission rate up
to velocities around 5 km/h.
Although radio resource allocation solutions have demonstrated their ability to increase
the spectral efficiency of mobile users, it has still to be considered their impact on the
computational complexity. In other words, it should be evaluated the level of complexity that
can be supported by the processing units, giving rise to the trade-off between performance and
sustainable computational complexity. In Figs. 12 and 13 we point out the relation between
computational complexity and performance by using performance evaluations expressed as a
function of the partitioning factor P. Curves with constant spectral efficiency (ηout = 1, 2, 3, 4, 5
[bit/s/Hz]) are depicted as a function of the partitioning factor of sub-channels and users
(P), velocity and updating time. We can notice that the best value ηout = 5 can be achieved
only if we adopt the algorithm at the maximum complexity (P = 1) and with fixed users
(v = 0 km/h). In general, a high level of complexity corresponds to higher levels of ηout
even with mobile users. However, we observe also that a complexity reduction might allow
a faster updating time, which always guarantees higher performance. So, in these figures,
we can appreciate the overall trade-off among computational complexity, expressed by the
partitioning factor P, updating time and achievable ηout. This kind of simulation or analysis
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Fig. 9. Spectral efficiency (ηout) as a function of users velocity (v) and updating time (TUPD)
with vehicular channel model Veh− A. Performance of radio resource allocation algorithm
with ID = NU (continuous lines ’–’), simple CLPA with ID = 1 (dashed lines ’- -’), and
random allocation without any power adaptation (dotted lines ’-.-’) are compared.
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Fig. 10. Spectral efficiency (ηout) as a function of users velocity (v) and updating time (TUPD)
with pedestrian channel model Ped− A. Performance of radio resource allocation algorithm
with ID = NU (continuous lines ’–’), simple CLPA with ID = 1 (dashed lines ’- -’), and
random allocation without any power adaptation (dotted lines ’-.-’) are compared.

149Fast Power and Channel Adaptation for Mobile Users in OFDMA Multi-Cell Scenarios



0 5 10 15
0

1

2

3

4

5

6

Mobile terminals speed [km/h]

η 
[b

it/
s/

H
z]

 

 

η
out

(T
UPD

=5ms)

η
out

(T
UPD

=10ms)

η
out

(T
UPD

=20ms)

η
out

(T
UPD

=40ms)

MAX(η
out

)

Fig. 11. Spectral efficiency (ηout) as a function of users velocity (v) and updating time (TUPD)
with pedestrian channel model Ped− B. Performance of radio resource allocation algorithm
with ID = NU (continuous lines ’–’), simple CLPA with ID = 1 (dashed lines ’- -’), and
random allocation without any power adaptation (dotted lines ’-.-’) are compared.

reveals the possible design choices that can be adopted in a multi-cellular system, according
to the system updating or response time and to the BS processing power.
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Fig. 12. Curves at fixed ηout as a function of user velocity (v), partitioning factor (P) and
updating time TUPD = 5 ms (continuous line ’–’) and TUPD = 10 ms (dashed line ’- -’) in the
presence of pedestrian channel model Ped− A.
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Fig. 13. Curves at fixed ηout as a function of user velocity (v), partitioning factor (P) and
updating time TUPD = 5 ms (continuous line ’–’) and TUPD = 10 ms (dashed line ’- -’) in the
presence of pedestrian channel modelPed− B.

When mobile users are at different and varying distances d from the BSs, the numerical
findings confirm the same performance behavior described below. Also uplink simulations
show similar results even if with lower values of ηout.

6. Conclusions

In the chapter, we have investigated the impact of allocation strategies on multi-cell networks
with mobile users. The power reduction that can be achieved by means of the multi-user
diversity exploitation has a beneficial impact on the overall network interference with a
successive improvement of spectral efficiency. This positive effect is present, even if clearly
reduced, also when only an efficient power adaptation loop, without smart allocation,
is implemented in the network. On the other hand, it is shown how the users velocity
has a strong impact on the updating time that is necessary for maintaining a satisfactory
performance. This trade-off is completed by the algorithm complexity, which is another
fundamental parameter that affects the updating ability of the system. In this context, a set
partitioning technique is presented as a step for reducing the complexity order of smart
allocation towards very fast algorithms that are compatible with low updating times.
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1. Introduction

The design and analysis of cascaded fading models has been an active area of research in
recent years due to its applications in numerous real world scenarios such as keyhole channels
(Salo et al., 2006; Zlatanov et al., 2008), and multihop communication systems (Andersen,
2002; Karagiannidis et al., 2007; Talha & Pätzold, 2007; Velkov et al., 2009). It is shown in
(Chizhik et al., 2002; Ercerg et al., 1997) that in the presence of a keyhole, the fading between
each transmit and receive antenna pair in a multi-input multi-output (MIMO) system can be
characterized using a double1 Rayleigh process. Afterwards, this model has been extended to
the double Nakagami-m fading model in (Shin & Lee, 2004). In (Salo et al., 2006), the authors
have listed a few real world scenarios which give rise to the keyhole effect. Two such scenarios
include diffraction through the street edges in urban microcellular environments (Ercerg et al.,
1997) and traversal of the propagation paths through a narrow space for the case when the
distance between the rings of scatterers around the transmitter and receiver is large (Gesbert
et al., 2002).
Multihop communication systems on the other hand fall under the category of cooperative
diversity techniques (Laneman et al., 2004; Sendonaris et al., 2003). In such systems, the
wireless nodes (in a cooperative network) assist each other by relaying the information from
the source mobile station (SMS) to the destination mobile station (DMS), hence improving
the network coverage quite significantly. If however, the wireless nodes are assumed to be
moving with relatively high speed, the concept of multihop communication can be applied
to vehicle-to-vehicle (V2V) communication systems, where the source vehicle (SV) or the
traffic control center (TCS) communicates with a destination vehicle (DV) via relay vehicles
(RV). Figure 1 depicts these two scenarios for the case of dualhop communication, where the
information from the TCS (or the SV) is received at the DV via an RV. V2V communication
has received a lot of attention in recent years due to its applications in traffic safety and road
traffic flow (Gradinescu et al., 2007). The statistical analysis of the received signal envelope
under non-line-of-sight (NLOS) propagation conditions in an amplify-and-forward based

1 Throughout this chapter, we will refer to a double process as the product of two independent but not
necessarily identical processes.
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dualhop communication system can be found in (Patel et al., 2006), where the overall channel
between the transmitter and the receiver is modeled using a double Rayleigh process. This
model is then extended to the double Rice channel model in (Talha & Pätzold, 2007), by
taking the line-of-sight propagation conditions into account. The statistical properties of the
capacity of double Rice channels have been analyzed in (Rafiq & Pätzold, 2008). However,
the Nakagami-m process is considered to be a more general channel model as compared
to the Rice and Rayleigh channel models. Hence, to generalize all the aforementioned
works in the regime of multihop communication, the authors of (Karagiannidis et al., 2007)
have presented the statistical analysis of the N∗Nakagami-m model (i.e., a product of N
Nakagami-m processes). Moreover, second order statistics for the double Nakagami-m process
can be found in (Zlatanov et al., 2008). Though a lot of papers have been published in the
literature employing the cascaded fading channel model, the statistical properties of the
capacity of double Nakagami-m channels have not been investigated so far. Such channels
find applications both in V2V communication systems employing dualhop communication,
and keyhole channels (Zlatanov et al., 2008).
In this chapter2, we have studied the statistical properties of the capacity of double
Nakagami-m channels. Specifically, the influence of the severity of fading on the statistical
properties of the capacity of double Nakagami-m channels is analyzed. We have derived exact
analytical expressions for the probability density function (PDF), the cumulative distribution
function (CDF), the level-crossing rate (LCR), and the average duration of fades (ADF) of the
channel capacity. Here, the LCR and ADF of the channel capacity are important characteristic
quantities which provide insight into the temporal behavior of the channel capacity (Giorgetti
et al., 2003), (Hogstad & Pätzold, 2004). Our analysis has revealed that if the fading severity
in one or both links of double Nakagami-m channels decreases (i.e., increasing the value of
the severity parameter m in one or both of the cascaded Nakagami-m processes), the mean
channel capacity increases, while the ADF of the channel capacity decreases. Moreover, this
effect results in an increase in the LCR of the channel capacity at lower signal levels.

2. The double Nakagami-m channel model

In this chapter, we have considered Scenario 2 in Fig. 1, where the channel between the SV and
the DV via an RV is represented as a concatenation of the SV-RV and RV-DV channels (Patel
et al., 2006; Talha & Pätzold, 2007). Moreover, we have assumed that the fading in the SV-RV
link and the RV-DV link is characterized by Nakagami-m processes denoted by χ1(t) and
χ2(t), respectively. Hence, the overall fading channel describing the SV-DV link is modelled
by a double Nakagami-m process given by (Kovacs et al., 2002; Zlatanov et al., 2008)

Ξ(t) = ARV χ1(t)χ2(t) (1)

where ARV is a real positive constant representing the relay gain. The PDF pχi(z) of the
Nakagami-m process χi(t) (i = 1, 2) is given by (Nakagami, 1960)

pχi (z) =
2mmi

i z2mi−1

Γ(mi)Ωmi
i

e−
miz

2

Ωi , z ≥ 0 (2)

2 The material in this chapter is based on “Statistical Properties of the Capacity of Double Nakagami-m
Channels”, by Gulzaib Rafiq, Bjørn Olav Hogstad and Matthias Pätzold which appeared in the
proceedings of 5th IEEE International Symposium on Wireless Pervasive Computing, ISWPC 2010,
Modena, Italy, May 2010. © 2010 IEEE.
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Fig. 1. The propagation scenarios describing double Nakagami-m fading channels.

where Ωi = E
{

χ2
i (t)

}
, mi = Ω2

i

/
Var

{
χ2

i (t)
}

, and Γ (·) represents the gamma function
(Gradshteyn & Ryzhik, 2000). The parameter mi controls the severity of the fading. Increasing
the value of mi, decreases the severity of fading and vice versa.
The PDF of double Nakagami-m processes Ξ(t) is given by (Karagiannidis et al., 2007)

pΞ(z) =
4zm1+m2−1

2
∏
i=1

Γ (mi)
(

Ώi
/
mi

)(m1+m2)/2
Km1−m2

(
2z

2

∏
i=1

√
mi

Ώi

)
, z ≥ 0 (3)

where Ώ1 = A2
RVΩ1, Ώ2 = Ω2, and Kn(·) denotes the modified Bessel function of the second

kind of order n (Gradshteyn & Ryzhik, 2000, Eq. (8.432/1)). In order to derive the expressions
for the PDF, CDF, LCR, and ADF of the capacity of double Nakagami-m channels, we need
the joint PDF pΞ2Ξ̇2 (z, ż) of the squared process Ξ2(t) and its time derivative Ξ̇2(t), as well as
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the PDF pΞ2 (z) of Ξ2(t). The joint PDF pΞ2Ξ̇2 (z, ż) can be found by following the procedure
presented in (Zlatanov et al., 2008) for the joint PDF pΞΞ̇(z, ż) and then by using the concept
of transformation of random variables (Papoulis & Pillai, 2002, Eq. (7-8)), which results in

pΞ2Ξ̇2 (z, ż) =
1
4z

pΞΞ̇(
√

z,
ż

2
√

z
)

=
zm2−3/2
√

2π

[
2

∏
i=1

mmi
i

Ώi
miΓ (mi)

] ∞∫

0

x2m1−2m2−1√
zβ1
x2 + x2β2

e
− zm2

x2 Ώ2 e
−
⎛
⎝ ż2

8z
(

zβ1
x2 +x2 β2

) + x2m1
Ώ1

⎞
⎠
dx,

z ≥ 0, |ż| < ∞ (4)

where

β1 =
Ώ1π2

m1

(
f 2
max1

+ f 2
max2

)
(5a)

and

β2 =
Ώ2π2

m2

(
f 2
max2

+ f 2
max3

)
. (5b)

Here, fmax1 , fmax2 , and fmax3 represent the maximum Doppler frequencies of the SV, RV, and
DV, respectively. The expression for the PDF pΞ2 (z) can be obtained by integrating the joint
PDF pΞ2Ξ̇2 (z, ż) over ż. Alternatively, the PDF pΞ2 (z) can also be found from the PDF pΞ(z) in
(3) as follows

pΞ2 (z) =
1

2
√

z
pΞ(
√

z)

=
2z

m1+m2−2
2

2
∏
i=1

Γ (mi)
(

Ώi
/
mi

)(m1+m2)/2
Km1−m2

(
2
√

z
2

∏
i=1

√
mi

Ώi

)
, z ≥ 0. (6)

The expressions presented in (4) and (6) will be used in the next section to calculate the PDF
and LCR of the channel capacity.

3. Statistical properties of the capacity of double Nakagami-m channels

The instantaneous capacity C(t) of double Nakagami-m channels is defined as (Nabar et al.,
2004)

C(t) =
1
2

log2

(
1 + γs |Ξ(t)|2

)
=

1
2

log2

(
1 + γs Ξ2(t)

)
(bits/s/Hz) (7)

where γs denotes the average received signal-to-noise ratio (SNR) at the DV. The factor 1 /2
in (7) is due to the fact that the RV in Fig. 1 operates in a half-duplex mode, and hence the
signal transmitted from the SV is received at the DV in two time slots. Equation (7) can be
considered as a mapping of a random process Ξ(t) to another random process C(t). Hence,
the expressions for the statistical properties of the channel capacity C(t) can be found by using
the results for the statistical properties of the process Ξ(t) obtained in the previous section. The
PDF pC(r) of the channel capacity C(t) can be found in closed form with the help of the PDF
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pΞ2 (z) and by applying the concept of transformation of random variables (Papoulis & Pillai,
2002, Eq. (7-8)) as

pC(r) =

(
22r+1 ln(2)

γs

)
pΞ2

(
22r − 1

γs

)

=
22r+2 ln(2)

( (
22r − 1

)/
γs

)(m1+m2)/2

(2r − 1)
2

∏
i=1

Γ (mi)
(

Ώi
/
mi

)(m1+m2)/2
Km1−m2

⎛
⎝2

√
22r − 1

γs

2

∏
i=1

√
mi

Ώi

⎞
⎠ , r ≥ 0. (8)

The CDF FC(r) of the channel capacity C(t) can now be derived by integrating the PDF pC(r)
and by making the use of relationships in (Gradshteyn & Ryzhik, 2000, Eq. (9.34/3)) and
(Adamchik & Marichev, 1990, Eq. (26)) as

FC(r) =
∫ r

0
pC(x)dx

=
1

2
∏
i=1

Γ (mi)
G2,1

1,3

[
22r − 1

γs

2

∏
i=1

(
mi

Ώi

) ∣∣∣∣ 1
m1, m2, 0

]
, r ≥ 0 (9)

where G[·] denotes the Meijer’s G-function (Gradshteyn & Ryzhik, 2000, Eq. (9.301)). The LCR
NC(r) of the channel capacity describes the average rate of up-crossings (or down-crossings)
of the capacity through a certain threshold level r. In order to find the LCR NC(r), we first need
to find the joint PDF pCĊ(z, ż) of C(t) and its time derivative Ċ(t). The joint PDF pCĊ(z, ż) can
be obtained by using the joint PDF pΞ2Ξ̇2 (z, ż) given in (4) as

pCĊ(z, ż) =

(
22z+1 ln(2)

γs

)2

pΞ2Ξ̇2

(
22z − 1

γs
,

2ż ln(2)
γs

/
22z

)

=
(
22z+1 ln(2)
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]
∞∫

0

x2m1−2m2−1√
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γsx2 + x2β2

e
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γs x2 +x2 β2

)

×e
−
(

x2m1
Ώ1

+ (22z−1)m2
γs x2 Ώ2

)
dx (10)

for z ≥ 0 and |ż| < ∞. Finally, the LCR NC(r) can be found as follows

NC(r) =
∫ ∞

0
ż pCĊ(r, ż)dż

=
√

8
π

(
22r − 1

γs

)m2− 1
2
[

2

∏
i=1

mmi
i

Ώi
miΓ (mi)
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0

e
− (22r−1)m2

γs x2 Ώ2

√
(22r−1)β1

γsx2 + x2β2

x1+2m2−2m1
e
− x2m1

Ώ1 dx (11)

for r ≥ 0. The ADF TC(r) of the channel capacity C(t) denotes the average duration of time
over which the capacity is below a given level r (Hogstad & Pätzold, 2004; 2007). The ADF
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TC(r) of the channel capacity can be expressed as (Hogstad & Pätzold, 2007)

TC(r) =
FC(r)
NC(r)

(12)

where FC(r) and NC(r) are given by (9) and (11), respectively.

4. Statistical properties of the capacity of double rayleigh channels

The double Rayleigh channel follows as a special case of the double Nakagami-m channel
when mi = 1 (i = 1, 2). Hence, by letting mi = 1 (i = 1, 2) in (8), (9), and (11), the PDF, CDF,
and LCR of the capacity of double Rayleigh channels can be expressed as

pC(r)
∣∣mi=1 =

22r ln(2)
γsσ2

2 σ2
RV

K0

(√
22r − 1
γsσ2

2 σ2
RV

)
, r ≥ 0 (13)

FC(r)
∣∣mi=1 = 1−

√
22r − 1
γsσ2

2 σ2
RV

K1

(√
22r − 1
γsσ2

2 σ2
RV

)
, r ≥ 0 (14)

and

NC(r)
∣∣mi=1 =

√
22r − 1√

2πγsσ2
2 σ2

RV

∞∫

0

√
β2 + β1

(
2r − 1
x4γs

)
e
− 22r−1

2σ2
2 γs x2 e

− x2

2σ2
RV dy, r ≥ 0 (15)

respectively. The ADF of the capacity C(t) of double Rayleigh channels can be found using
(12), (14), and (15). In (13)–(15), σ2

RV = A2
RV σ2

1 and σ2
i (i = 1, 2) represent the variances of the

underlying Gaussian processes in the corresponding Rayleigh processes χi(t)
∣∣mi=1 (i = 1, 2).

5. Numerical results

In this section, we will discuss the analytical results obtained in the previous section. The
validity of the theoretical results is confirmed with the help of simulations. For comparison
purposes, we have also shown the results for double Rayleigh channels, which represent a
special case of double Nakagami-m channels. In order to generate Nakagami-m processes
χi(t), we have used the following relationship (Yacoub et al., 1999)

χi(t) =

√√√√2×mi

∑
l=1

μ2
i,l(t) (16)

where μi,l(t) (l = 1, 2, ..., 2mi; i = 1, 2) are the underlying independent and identically
distributed (i.i.d.) Gaussian processes, and mi is the parameter of the Nakagami-m distribution
associated with the ith link of the dualhop communication systems. The Gaussian processes
μi,l(t), each with zero mean and variances σ2

0 , were simulated using the sum-of-sinusoids
model (Pätzold, 2002). The model parameters were computed using the generalized method
of exact Doppler spread (GMEDS1) (Pätzold et al., 2009). The number of sinusoids for the
generation of Gaussian processes μi,l(t) was chosen to be N = 29. The parameter Ωi was
chosen to be equal to 2miσ

2
0 . Unless stated otherwise, the values of the maximum Doppler

frequencies fmax1 , fmax2 , and fmax3 were taken to be 0, 91, and 125 Hz, respectively. The SNR
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γs was set to 15 dB. The parameters ARV and σ0 were chosen to be unity. Finally, using (16), (1),
and (7), the simulation results for the statistical properties of the channel capacity were found.
The PDF and CDF of the channel capacity of double Nakagami-m channels are presented
in Figs. 2 and 3, respectively. Both figures illustrate the fact that increasing the value of the
severity parameter mi (i.e., a decrease in the level of the severity of fading) in one or both
links of the double Nakagami-m channels results in an increase in the mean channel capacity.
This result is specifically presented in Fig. 4, where the mean channel capacity is studied for
different values of the severity parameter mi (i = 1, 2). It can also be seen that double Rayleigh
channels (mi = 1; i = 1, 2) have a lower mean channel capacity as compared to the mean
channel capacity of double Nakagami-m channels (mi = 2; i = 1, 2). Moreover, it can also be
observed from Figs. 2 and 3 that increasing the value of the severity parameter mi decreases
the variance of the channel capacity.

Fig. 2. The PDF pC(r) of the capacity of double Nakagami-m channels.

Figure 5 presents the LCR NC(r) of the capacity C(t) of double Nakagami-m channels. It is
observed that an increase in the level of severity of fading in one or both links of double
Nakagami-m channels increases the LCR NC(r) of the channel capacity at low levels r. Hence,
at low levels r, the LCR NC(r) of the capacity of double Rayleigh channels (mi = 1; i = 1, 2) is
higher as compared to that of double Nakagami-m channels (mi = 2; i = 1, 2). However, the
converse statement is true for higher levels r. The ADF of the capacity of double Nakagami-m
channels is shown in Fig. 6. It is evident from this figure that the ADF of the capacity decreases
with an increase in the value of the severity parameter mi (i = 1, 2).
Figures 7 and 8 study the influence of the maximum Doppler frequencies of the RV and the
DV on the LCR and ADF of the channel capacity. It can clearly be observed in Figs. 7 and 8 that
the LCR and ADF are strongly dependent on the Doppler frequencies of the RV and the DV.
This means that the mobility of the RV and the DV has a significant influence on the LCR and
ADF of the channel capacity. It is observed that increasing the maximum Doppler frequencies
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Fig. 3. The CDF FC(r) of the capacity of double Nakagami-m channels.

Fig. 4. The mean channel capacity of double Nakagami-m channels for different levels of
fading severity.

fmax2 and fmax3 results in a significant increase in the LCR. However, the ADF decreases by
increasing the maximum Doppler frequencies of the RV and the DV.

6. Conclusion

This Chapter presents the derivation of exact analytical expressions for the statistical
properties of the capacity of double Nakagami-m channels, which finds applications in V2V
communication systems employing dualhop communication, and keyhole channels. We have
studied the influence of the severity of fading on the PDF, CDF, LCR, and ADF of the channel
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Fig. 5. The LCR NC(r) of the capacity of double Nakagami-m channels.

Fig. 6. The ADF TC(r) of the capacity of double Nakagami-m channels.

capacity. It is observed that an increase in the severity of fading in one or both links of double
Nakagami-m channels decreases the mean channel capacity, while it results in an increase in
the ADF of the channel capacity. Moreover, at lower signal levels, this effects increases the
LCR of the channel capacity. Results also show that the mobility of the RV and DV has a
significant influence on the LCR and ADF of the channel capacity. Specifically, an increase
in the maximum Doppler frequencies of the RV and DV increases the LCR, while it has
an opposite influence on the ADF of the channel capacity. The presented exact results are
validated with the help of simulations, whereby a very good fitting is observed.
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Fig. 7. The LCR NC(r) of the capacity of double Nakagami-m channels.

Fig. 8. The ADF TC(r) of the capacity of double Nakagami-m channels.
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1. Introduction

Multiple-input multiple-output (MIMO) systems have become one of the most studied
topics in the field of wireless communications because of the well-known potential for
increasing spectral efficiency when compared to single-antenna systems. However, in the
high interference regime, like in cellular systems, spatial multiplexing MIMO techniques can
lose much of their effectiveness. Recently, some techniques have been developed in order
to reduce intercell interference in MIMO systems and interference reduction based on base
station cooperation seems to be a promising one.
When the multiple base stations can fully cooperate, the multicell downlink system reduces
a classical MIMO broadcast channel with per-antenna power constraints. In this case, the
optimal strategy to maximize the multicell throughput is the joint dirty-paper coding (DPC)
(Caire & Shamai (2003)). Since practical implementation of DPC is still a problem, some
sub-optimal solutions have been proposed and some works can be found in the literature
(see Andrews et al. (2007) and references therein).
One of the basic requirements for most of the proposed base station cooperation schemes is the
need of perfect channel state information at both receivers and network backbone for the joint
processing at the central station. Therefore, there is a need of a two-step feedback/training
from user terminals to each base station and then from base stations to the backbone. In
the end, channel knowledge at the backbone is typically imperfect due to delays in feedback
link, imperfect training sequence and etc. Besides, the channel learning at the central station
requires a great amount of overhead, which is not desired nor recommended. In the work
of Marsch & Fettweis (2008) the authors provide a comprehensive study of the multicell
downlink optimization with limited backbone capacity and they analyze the problem of
finding the optimal power allocation and beamforming matrices for different scenarios. Since
the statistics are expected to change only in long-term basis, Kobayashi et al. (2009) proposed
a power allocation strategy based on partial channel state information at the central station,
which requires a very small additional backbone capacity.
The power allocation minimizing outage probability strategy for single-carrier with partial
channel state information at transmitter for a cooperative downlink transmission system was
proposed by Kobayashi et al. (2009). However, it was observed that the solution applied
for a single-carrier condition cannot be directly applied to the multicarrier case because the
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frequency diversity gains were inferior to the loss due to the division of power among the
carriers. Hence, Souza et al. (2009b) proposed a power allocation strategy that minimizes the
outage probability based on the knowledge of channel statistics for a multicarrier system.
The multicarrier power allocation strategy that was proposed exploits the multiplexing
gain of cooperative MIMO and the frequency diversity gain provided by the multicarrier
transmission scheme.
User scheduling in coordinated multicell MIMO systems is also a problem of a paramount
importance. We consider the relevant case of a large number of user terminals and propose
a simple scheduling scheme called Distributed Diversity Scheduling (DDS) which efficiently
chooses a subset user terminals while limiting the amount of the backhaul communication.
More precisely, each base station with local channel state information chooses its best set of
user terminals over a predefined partition and reports the corresponding index and value
to the central station. The central station then decides and informs the selected set to all
base stations. Finally, the selected user terminals are served exactly in the same manner as
the previous case of small number of terminals. It is proved that the scheduling algorithm
scales optimally in the number of base stations, user terminals and transmit antennas per base
station.
Within this context, this chapter aims at presenting some recent advances on adaptive
resource allocation strategies for cooperative MIMO-OFDM networks. Such strategies allocate
resources as a function of the time-varying channel state information and QoS parameters.
In this chapter, we will present our main contributions that were obtained during the last
years, indicating some research trends and future directions. Power allocation strategies are
presented for single-carrier and multiple carrier networks according to the knowledge of
the central station with respect to the wireless channels between the base stations and the
terminals (perfect, partial and no channel state information). Additionally, a user scheduling
scheme is presented for the case where all user terminals cannot be served at the same
time. The so-called Distributed Diversity Scheduling (DDS) scheme selects a subset of user
terminals and achieves a diversity gain that scales optimally with the number of cooperative
base stations as well as user terminals, even under limited backhaul capacity.

2. Model of multicell MIMO systems

In this section, the multicell MIMO downlink model, where base stations are connected to
a central station and communicate simultaneously with K single-antenna user terminals, is
presented. It is assumed that the base stations are connected to a common backbone via
a possibly error-free wired line, which enables some cooperation between base stations.
Furthermore, the base stations do not communicate directly to each other and each one
is equipped with M antennas. It is also assumed that each base station knows perfectly
the channels while the central station may have perfect, partial or even no channel state
information (this will be discussed with more details later on). Figure 1 illustrates an example
of the multicell downlink system.
The model assumes multi-carrier transmission with Orthogonal Frequency Division
Multiplexing (OFDM) in the wireless channels between the base stations and the user
terminals. For each carrier n, these frequency flat fading channels are mutually independent
and distributed as hbk[n] ∼ N

C
(0, σ2

bk[n]IM). For an OFDM system model with N carriers,
let {gbk[n]} be the precoding vectors, {sbk[n]} be the transmit symbols and {pbk[n]} be the
transmit powers from base station b to user terminal k at the n-th carrier. Base station b forms
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Fig. 1. System model.

its transmit vector at the n-th carrier as follows:

xb[n] =
K

∑
k=1

√
pbk[n]gbk[n]sbk[n], (1)

and is subject to the power constraint ∑k ∑n pbk[n] ≤ Pb, where Pb is maximum transmit
power.
If a distributed zero-forcing beamforming scheme is applied for a small number of terminals
(K ≤ M), then it can be shown that the model is equivalent to a system with K parallel MISO
channels. In this case, the k-th user terminal achieves a diversity gain of B(M − K + 1). Let
nk[n] be the equivalent zero-mean white Gaussian noise, then the received signal at the n-th
carrier is given by:

yk[n] =
B

∑
b=1

√
pbk[n]abk[n]sbk[n] + nk[n], (2)

where abk[n] = hH
bk[n]gbk[n] represents the channel gain between base station b and terminal

k at carrier n. The unitary precoding vector gbk[n] is orthogonal to hbj[n] for j �= k and the
random variable |abk[n]|2 is chi-squared distributed with 2(M− K + 1) degrees of freedom.
Assuming that each user terminal k perfectly knows the channel state ak

n = (a1k[n], . . . , aBk[n]),
it decodes the space-time code and achieves the following rate:

Rk =
1
N

N

∑
n=1

log

(
1 +

B

∑
b=1
|abk[n]|2 pbk[n]

)
. (3)

The capacity region of the K parallel MISO channels in Equation (2) for a fixed set of power
pk

n = (p1k[n], . . . , pBk[n]) and channel state ak
n = (a1k[n], . . . , aBk[n]) for all k and n is given by:

R(a; p) =

{
R ∈ R

K
+ : Rk ≤ 1

N

N

∑
n=1

log

(
1 +

B

∑
b=1
|abk[n]|2 pbk[n]

)
∀k

}
, (4)

where a = {ak
n} and p = {pk

n} for notation simplicity. The above region is convex (rectangular
for K = 2 and N = 1). Let P denote a power allocation policy a �→ p that maps the channel
state a into the power vector p with component Pbk (a) = pbk and F denote the feasibility
set satisfying ∑k ∑n Pbk (a) ≤ Pb, ∀b for any channel realization a. Then, the capacity region
of the K parallel MISO channels (2) under the individual base station power constraints P =
(P1, . . . , PB) for a fixed channel state a is given by:

C(a; p) =
⋃
P∈F

R(a; p), (5)

The capacity region (5) is convex and its boundary can be explicitly characterized by solving
the weighted sum rate maximization as specified in the next section.

167Resource Allocation and User Scheduling in Coordinated Multicell MIMO Systems



3. Resource allocation strategies for single carrier systems

The purpose of the resource allocation problems is to optimize the power distribution over
the carriers of all user terminals for a given target rate tuple γ. According to the system model
that was presented in the previous section, equations (3) and (4) provide generic expressions
for the rate achieved by user terminal k and capacity region of the parallel MISO channels
rate, respectively. For the special case of single carrier networks, these equations reduce to:

Rk = log

(
1 +

B

∑
b=1
|abk|2 pbk

)
, (6)

R(a; p) =

{
R ∈ R

K
+ : Rk ≤ log

(
1 +

B

∑
b=1
|abk|2 pbk

)
∀k

}
. (7)

The next subsections present resource allocation strategies for single carrier systems. The
strategies depend on the assumptions regarding the channel state information that is available
at the transmitters. Strategies for three different assumptions will be presented in this section.
First we consider the case of perfect channel state information (CSI) at the central stations.
Then, we consider the case of partial channel state information at the central station. Finally,
we review the case when the central station has absolutely no channel state information. Each
assumption requires a different approach and, at the end, we compare the performance of the
resource allocation strategies with respect to the outage probability of the system.

3.1 Perfect channel state information
When perfect (or full) channel state information, i.e. knowledge of all channel realizations is
available at the central station, the optimal power allocation is found by an iterative algorithm
which is a generalization of the classical waterfilling algorithm (see Lee & Jindal (2007) and Yu
et al. (2004)). Ideally, the transmitter could adjust its powers such that the outage of the system
is reduced to zero. In this case, the problem is focused on the search for power allocation
policies that provide the rate tuple proportional to the target rate tuple (rate-balancing). It
is remarked that the zero-outage performance is not achieved when the transmitter is under
limited power constraints. This policy equalizes the individual outage probability of all user
terminals and thus provides the strict fairness among them. It is worthy to note that fairness
is one of the most desired properties.
The objective is to find the set of powers {pbk} that satisfy the following condition:

Rk(p)
R1(p)

=
γk
γ1

Δ= αk, k = 2, . . . , K (8)

where γk
γ1

= αk and α1 = 1. More precisely, according to Lee & Jindal (2007) the optimal power
allocation is a solution of:

min
∑k θk=1

max
R∈C(a,P)

K

∑
k=1

θk
Rk
αk

. (9)

Notice that the inner problem for a fixed set {θk} is convex since the objective function
(weighted sum rate) is concave and the constraints are linear. As discussed by Boyd &
Vandenberghe (2004), it is necessary and sufficient to solve the Karush-Kuhn-Tucker (KKT)
conditions given by:

θk
αk

|abk|2
1 + ∑B

b=1 |abk|2pbk
=

1
μb

, k = 1, . . . , K, b = 1, . . . , B (10)
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where μb denotes the Lagrangian variable to be determined such that ∑k pbk ≤ Pb. Although
a closed-form solution does not exist, the multiuser waterfilling algorithm for the MIMO
multiple access channel proposed by Yu et al. (2004) can be easily modified to solve the
KKT conditions (10) iteratively. Then, at each iteration it is found a new set of K powers
(pb1, . . . , pbK) related to base station b by treating the powers of the other base stations
constant and computing:

pbk =

[
θkμb
αk

− 1 + ∑j �=b |ajk|2pjk

|abk|2
]

+

, ∀k. (11)

The outer problem consists of minimizing the solution of the inner problem with respect to
θ2, . . . , θK. Since the problem at hand is convex, a subgradient method can be suitably applied
as suggested by Bertsekas (1999). The overall algorithm implements the rate-balancing by
allocating the rates proportional to the target rate tuple and it is summarized as follows.

Algorithm 1 Resource allocation for single carrier systems with perfect CSI

1: Initialize θk ∈ [0, 1] for k > 1.
2: repeat
3: for the fixed set of weights θk calculate via waterfilling approach (11):

arg max
R∈C(a,P)

K

∑
k=1

θk
Rk
αk

(12)

4: Calculate new subgradients
5: Update the weights θk
6: until convergence of (9)

3.2 Partial channel state information
For the special case of partial (or statistical) channel state information at the central station,
the optimal power allocation is proposed by Kobayashi et al. (2009) and is the solution of the
following optimization problem:

minimize Pout(γ, p) = 1−
K

∏
k=1

Pr (Rk > γk) (13)

subject to
K

∑
k=1

N

∑
n=1

pbk[n] ≤ Pb.

The expression for the outage probability of the system for a fixed power allocation p is given
by:

Pout(γ, p) = 1−
K

∏
k=1

[
1− Pr

(
Δk(pk) < ck

)]
, (14)

where Δk(pk) = ∑b |abk|2 pbk and ck = 2γk − 1. It can be shown that, for a fixed set of powers
pk = (p1k, . . . , pBk) of user terminal k, that Δk(pk) is a Hermitian quadratic form of a Gaussian
random variable and its characteristic function is:

ΦΔk(pk)(s) =
B

∏
b=1

1

(1 + sαbk pbk)
M−K+1 , (15)
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where αbk = σbk/(M − K + 1). The widely used upper bound is the Chernoff bound and for
fixed powers pk it is defined as:

Pr
(

Δk(pk) < ck
)
≤ min

λ≥0
eλckΦΔk(pk)(λ) 
= FΔk(pk)(ck, pk). (16)

Using the expression (16) of the Chernoff upper bound for each user terminal k, the outage
probability of the system for a fixed p is upper-bounded by:

Pout(γ, p) ≤ 1−
K

∏
k=1

(
1− F(ck, pk)

)
. (17)

The power optimization based on the exact outage probability does not seem to be feasible
and the algorithm proposed by Kobayashi et al. (2009) searches for the power allocation that
minimizes the Chernoff upperbound. In that work, the authors conjecture that the proposed
algorithm converges to the optimal solution that minimizes the exact outage probability,
although there is no formal proof.
Hence, the corresponding optimization problem is formed as follows:

maximize f ({λk}, {pbk}) Δ=
K

∏
k=1

(1− hk(λk, pk)) (18)

subject to
K

∑
k=1

pbk ≤ Pb, b = 1, . . . , B

λk ≥ 0, k = 1, . . . , K

pbk ≥ 0, b = 1, . . . , B, k = 1, . . . , K

where the function hk(λk, pk) is defined as:

hk(λk, pk) =
eλkck

B

∏
b=1

(1 + λkαbkpbk)
M−K+1

. (19)

The solution of (18) is found by a two-step approach that explores the structure of the objective
function. It is observed that the maximization of f with respect to {λk} can be decoupled into
the minimization of hk over λk for each k, where hk is convex in λk. In addition, since f is
concave in {pbk}, the overall problem is convex.
The first step consists in minimizing the monotonically decreasing function hk with respect to
λk. When the transmission powers are fixed, the optimal value of λk is given by the solution
of the following polynomial of degree B:

ck
M− K + 1

=
B

∑
b=1

αbkpbk
1 + λkαbkpbk

. (20)

The second step is the maximization of the concave function f (λ, p) with respect to pbk. The
Lagrangian function associated with f (λ, p) is formed with the introduction of the Lagrangian
multipliers {μb} and the following Karush-Kuhn-Tucker (KKT) conditions conditions for k =
1, . . . , K are obtained:

hk(λk, pk)
1− hk(λk, pk)

αbkλk
1 + λkαbkpbk

= μb. (21)
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Finally, the iterative algorithm which solves the optimization problem (18), i.e. minimizes
the Chernoff upperbound, is listed below. Although a formal proof has not been provided
yet, it is conjectured that Algorithm 2 converges to its optimal solution. At each iteration,
λk is determined as a unique solution for all k and a fixed set of powers. Regarding the
power iteration, since the objective function (21) is concave in pbk when fixing all other powers,
a sequential update of the powers p1, p2, . . . , pB, p1... shall converge under individual base
station power constraints.

Algorithm 2 Resource allocation for single carrier systems with partial CSI

1: Initialize p
2: repeat
3: for each base station do
4: Update λ with the solution of the polynomial (20)
5: Update p by evaluating the KKT conditions (21)
6: end for
7: until convergence of f (λ, p)

3.3 No channel state information
When there is no channel state information at the central station, the strategy is to equally
divide the total available power of each base station among all user terminals. Thus, there
is no optimization problem here. Assuming that the maximum power of each base station is
equal to P and defining p


= pbk = P/K, then:

Δk =
B

∑
b=1
|abk|2 pbk

= p
B

∑
b=1
|abk|2 
= Δe

k, (22)

where Δe
k is a chi-squared random variable with 4(M − K + 1) degrees of freedom. If it is

assumed that σbk = 1 for all links, then the cumulative distribution function of Δe
k is given by

the following expression:

FΔe
k
(y) = 1− exp

[
−

(
M− K + 1

p
y
)] 2(M−K+1)−1

∑
k=0

1
k!

(
M− K + 1

p
y
)k

. (23)

Let ck = 2γk − 1. Under these assumptions, the outage probability of the system is given by:

Pout(γ, p) = 1−
K

∏
k=1

Pr

(
log

(
1 +

B

∑
b=1
|abk|2 pbk

)
> γk

)

= 1−
K

∏
k=1

Pr

(
p

B

∑
b=1
|abk|2 > 2γk − 1

)

= 1−
K

∏
k=1

Pr (Δe
k > ck)

= 1−
K

∏
k=1

(
1− FΔe

k
(ck)

)
. (24)
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3.4 Performance of resource allocation strategies
Figure 2 shows the outage probability performance versus signal-to-noise ratio for K = 2
user terminals and M ∈ {2, 4} antennas. The target rate is fixed to γ = [1, 3] bpcu (bits per
channel use). The three different power allocation strategies are compared and the baseline
case without network MIMO, where each base station sends a message to its corresponding
user terminal in a distributed fashion, is also shown. The base station cooperation schemes
provides a diversity gain of 2(M − K + 1), i.e. 2 and 6 with 2 and 4 antennas, respectively.
These gains are twice as large as the case without network MIMO. Moreover, the schemes
provide a additional power gains compared to equal power allocation.
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Fig. 2. Outage probability versus signal-to-noise ratio for M ∈ {2, 4} antennas per base
station.

In Figure 3, it is plotted the individual outage probability under the same setting as Figure
2 only for M = 2. Assuming perfect channel state information at the central station, the
proposed waterfilling allocation algorithm guarantees identical outage probability for both
user terminals by offering the strict fairness. Under partial channel state information, the
algorithm provides a better outage probability to user terminal 1 but keeps the gap between
two user terminals smaller than the equal power allocation.
In real networks, there is a need to identify the best situations for the use of coordinated
multicell MIMO. In order to identify the situations where coordinated transmission provides
higher gains, a simulation campaign similar to the one done by Souza et al. (2009a) was
configured. The basic simulation scenario consists of two cells, which contain a two-antenna
base station each. Single-antenna user terminals are uniformly distributed in the cells. At each
simulation step, the base stations transmit the signal to two randomly chosen user terminals,
one terminal at each cell. The channel model that was adopted in these simulations is based
on the sum-of-rays concept and it is described by IST-WINNER II (2007).
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Fig. 3. Individual outage probabilities of each user terminal (UT) vs. SNR with B = K = 2
and M = 2.

Basically, the system has two transmit modes. In normal mode, each base station transmits
to only one user terminal by performing spatial multiplexing. In coordinated mode, signal is
transmitted according to the model that is described in Section 2. Let rc be the cell radius. The
transmit mode of the system is chosen by the function r : [0, 1] → R

+ which is given by the
following expression:

r (ξ) = (1− ξ)rc. (25)

The system operates in coordinated mode if and only if the chosen user terminals are inside
the shadowed area of Figure 4; otherwise, the system operates in normal mode. The size of
the shadowed area is controlled by the variable ξ in equation (25): if ξ = 0 the system operates
in normal mode; if ξ = 1 the system operates in coordinated mode regardless the position of
the user terminals; for other values of ξ it is possible to control the size of the shadowed area.
Hence, the coordinated transmit mode may be enabled for the user terminals that are on the
cell edges and, consequently, the normal transmit mode is enabled for the user terminals that
are in the inner part of the cells.
Figure 5 shows the performance of the system when γ = [1, 1] bpcu for given values of ξ.
It is observed that the system performs best when ξ = 1, because under this configuration
the coordinated mode provides more significant gains for all user terminals. In addition, it
is seen that the gains of the coordinated mode are not significant when transmit powers are
low. Under this power conditions, it is better for the system to operate in normal transmit
mode because it would reduce the load of the feedback channels and signaling between the
central and the base stations. The coordinated transmit mode outperforms the normal mode
only when transmit powers are higher.
The distance between base stations and user terminals impacts the performance of the system
and this is shown in Figure 6. The results in this figure refer to normal and coordinated
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Fig. 5. Outage probability versus SNR per base station for γ = [1, 1] bpcu

transmit modes for three given value of base stations’ transmit powers. In all cases it is seen
that gains of the coordinated mode decrease when distances increase. It is evident that the
user terminals which are in the cell edges and experience bad propagation conditions cannot
squeeze similar gains from the coordinated mode as the user terminals which are in the inner
area of the cells.
For example, if the user terminals of the communication system are required to operate at a
fixed outage probability of 10−3, the results such as the ones in Figure 6 may provide systems’
administrators with insights into the choice of the transmit mode and transmit powers of each
base stations. In this example, if the system operates in normal transmit mode, signal-to-noise
ratio would have to be equal or greater than 20 dB for the system to provide the performance
which is required by the user terminals and this would be achieved only for distances less
than 350 meters. However, the coordinated mode allows the system to serve the same set of
user terminals in lower signal-to-noise ratio (around 10 dB in this case). On the other hand, if
the base stations transmit with the same power and the system operates in coordinated mode,
then it would be possible to serve all terminals with this required outage probability value.
Figure 7 shows the outage probability maps of the simulation scenario for the case ξ = 1.
The base stations are positioned in (x1, y1) = (750, 750)m and in (x2, y2) = (2250, 750)m
and transmit power of each base station is 10 dB. The blue squares indicate the areas where
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Fig. 6. Outage probability versus distance for given values of transmit power.

user terminals achieve the lowest outage probability values and the red squares indicate
where user terminals have higher outage values. Figure 7a shows that the cells have similar
performance when user terminals have the same target rate. On the other hand, Figure 7b
shows the case when the user terminal in cell 2 (on the right side) requires three times the
target rate of the one in cell 1. Cell 2 has worse performance the cell 1 because equal power
allocation is performed.
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Fig. 7. Outage probability map for a) γ = [1, 1] bits/s/Hz and b) γ = [1, 1] bpcu

4. Resource allocation strategies for multiple carrier systems

This section is dedicated to the study of allocation strategies for multiple carrier systems.
There are much more variables that impact the performance of these systems when compared
to single carrier systems. That is why the challenge of allocating resources for such systems
deserves special attention.
The difficulties encountered in this general case will be discussed in the next subsections,
where we assume similar assumptions regarding channel state information (perfect, partial
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and no channel state information) similarly to the assumptions that were made for the case of
single carrier systems.

4.1 Perfect channel state information
For the case where perfect channel state information is available at the central station, optimal
power allocation is also found by a generalization of the classical waterfilling algorithm. The
power allocation problem is modeled by a mathematical optimization problem that is solved
using classical techniques. This is the case where the outage of the system is equal to the
probability of γ being outside the capacity region C(a, P):

Pout = 1− Pr (γ ∈ C(a, P)) . (26)

As well as for single carrier systems, the power allocation is performed by the algorithm that
equalizes the individual outage probabilities. Hence, the following optimization problem has
to be solved:

min
∑ wk=1

max
R∈C(a,P)

K

∑
k=1

wk
Rk
αk

, (27)

where Rk is given by equation (3). Again, the inner optimization problem consists of
maximizing the total system’s capacity for a fixed w = (w1, w2, . . . , wK) and its solution can
be found by applying the dual decomposition technique presented by Boyd & Vandenberghe
(2004). The outer problem is identical to the one of the single carrier systems and it also
consists of calculating subgradients and updating the weights. The overall algorithm is the
same as Algorithm 1 and shall not be repeated in this subsection.

4.2 Partial channel state information
A feasible closed-form solution for the power allocation problem in multiple carrier systems
with network MIMO has not been found yet. The proposal made by Souza et al. (2009b)
consists of an iterative algorithm that finds the optimal number of allocated carriers as well as
the optimal power allocation in multicell MIMO systems based on heuristics.
The solution to this problem was inspired by studies which demonstrated that, when N ≥ 2
and considering the statistical channel knowledge, a closed-form for the outage probability
can result in a complex and a numerical ill conditioned solution. The initial studies of Souza
et al. (2009b) also included the analysis of Monte Carlo simulation results. of a very simple
scenario with two base stations (equipped with two antennas each) and two user terminals.
For this scenario the outage probability for different values of SNR and carriers, when the
target rate tuple is γ = [1, 1] bits per channel use and the both links have the same noise
power, was evaluated. Results are presented in Figure 8. It is observed that the optimal
strategy sometimes consists of allocating only a few carriers, even when more carriers are
available. Hence, depending on SNR values, the distribution of power among carriers can
result in rate reduction and increased outage of the system. Besides, frequency diversity gain
only can be explored after a certain SNR value which is dependent of the number of carriers
considered.
It was observed that the solution found in single-carrier case cannot be directed applied to the
multicarrier case because the gains provided by frequency diversity were inferior to the loss
due to the division of power between carriers. The proposed algorithm exploits this trade off
and minimizes the outage probability of the system.
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The heuristic solution is presented below. Let {p∗bk[n]} be the optimal power allocation for the
multiple carrier case and {θ∗bk} be the auxiliary variables that completely describe the power
allocation so that the transmit power of each base station and each carrier can be defined as:

p∗bk[n] = θ∗bk
Pb
N

, (28)

with ∑k θ∗bk = 1 for b = 1, . . . , B. The solution is based on iterative calculations of the variables
that represent the optimal power allocation and it is described by the Algorithm 3. Initially,
equal power allocation is applied for each terminal and the optimal number number of carrier
is defined as the total number of available carriers. In the next step, the optimal number
of carriers is calculated based on the outage probability metric. Finally, for each carrier the
optimal power allocation is obtained minimizing the Chernoff upperbound. The number of
allocated carriers and the transmission powers are updated iteratively and minor optimization
problems are solved until the convergence of the algorithm.

4.3 No channel state information
If there is no channel state information at the central station, the strategy is similar to the
case of single-carrier networks and the total available power is divided among all carriers of
the user terminals. Again, there is no optimization problem. The transmit power from base
station b to user terminal k at carrier n is p = Pb/KN and it means that Δe

kn = p ∑b |abk[n]|2.
Hence, the outage probability of the system is:

Pout(γ, p) = 1−
K

∏
k=1

Pr

(
1
N

N

∑
n=1

log (1 + Δe
kn) > γk

)

= 1−
K

∏
k=1

Pr

(
N

∏
n=1

(1 + Δe
kn) > 2Nγk

)
, (29)
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Algorithm 3 Resource allocation for multiple carrier systems with partial CSI

1: Initialize θbk = 1/K for b = 1, . . . , B and k = 1, . . . , K
2: Initialize Nopt = N
3: repeat
4: Calculate pbk[n] = θbkPb/Nopt
5: Find Nopt which minimizes the outage probability
6: Update pbk[n] = θbkPb/Nopt
7: for each carrier do
8: Solve the single carrier optimization problem (18)
9: end for

10: Update θk for k = 1, . . . , K
11: until convergence

where Δe
kn is a chi-squared random variable with 4(M − K + 1) degrees of freedom and its

cumulative distribution function is given by:

FΔe
kn
(y) = 1− exp

[
−

(
M− K + 1

p
y
)] 2(M−K+1)−1

∑
k=0

1
k!

(
M− K + 1

p
y
)k

. (30)

It is quite difficult to evaluate the analytical expression (29), but approximated values of the
outage probability of the system may be easily found with Monte Carlo simulations.

4.4 Performance of resource allocation strategies
We considered a simulation scenario that consists of B = 2 base stations with M = 2 antennas
each and K = 2 single-antenna terminals. Since θb2 = 1− θb1 in this case, it is sufficient to
find the variables θ11 and θ21. So, the results are presented in terms of the optimal values of
θ11 and θ21 and the optimal number of allocated carriers Nopt.
The optimal values of θbk and Nopt, for the scenario where the target rate tuple is γ = [1, 1]
bits per channel use and when the both links have the same noise power, are presented in
the Figure 9. As expected, θ11 and θ21 have the same values since the channel conditions
and target rates are the same. Besides, as already observed, in order to minimize the outage
probability, the optimal number of allocated carriers Nopt was found and it is greater than 1
only when SNR is above a certain value (around 9 dB in these simulations). Hence, in this
scenario, both terminals are allocated with equal power and the system outage is minimized
only for the optimal number of allocated carriers.
On the other hand, when the terminals have different rate requirements (γ = [1, 3] bpcu),
more power is allocated to the terminal with the highest target rate in order to minimize the
outage probability (see Figure 10). However, this power difference only happens when SNR is
greater than a certain value (9 dB in this case) because in the low SNR regime the single carrier
optimization subproblem cannot be solved. In this scenario, the minimum system outage is
only achieved with one allocated carrier, more carriers are allocated only when SNR values
are greater than 19dB.
Figure 11 presents the results for the scenario where noise power of the links is different
(asymmetric links). The noise power is modeled as follows: σii = ασij for α < 1, i, j = 1, 2
and i �= j. Considering α = 0.5, it is possible to see that the algorithm allocates more power to
the links which are in better conditions. This fact is observed specially for intermediate values
of SNR; in the high SNR regime the allocation approximates to the equal power allocation
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Fig. 9. Optimal values of θ11, θ21 and Nopt for γ = [1, 1] bpcu and symmetric links
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Fig. 10. Optimal values of θ11, θ21 and Nopt for γ = [1, 3] bpcu and symmetric links

because the difference of performance of the links decreases as the total available power
increases.
Finally, Figure 12 shows the performance of the multicarrier system with perfect and partial
channel state information. These curves represent the performance that may be achieved
with the respective optimal allocation strategies together with the optimization of number
of allocated carriers. Is has to be remarked that, for a given number of carriers, strategies for
perfect and partial channel state information present similar trend as equal power allocation
(see Figure 8).
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5. Distributed diversity scheduling

In this section it is considered the importance of user scheduling when the number of user
terminals is greater than the number of transmit antennas per base station. In order to apply
the zero-forcing beamforming for each base station in a distributed manner, a set of K̃ < M
user terminals shall be selected beforehand. It is assumed that the user scheduling is handled
by the central station together with the power allocation for a system with B base stations
with M antennas each. In this section, the Distributed Diversity Scheduling (DDS) scheme
that was proposed by Kobayashi et al. (2010) is presented. This scheme achieves a diversity
gain of BK

K̃

(
M− K̃ + 1

)
and scales optimally with the number of cooperative base stations as
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well as user terminals while limiting the amount of side information necessary at the central
station and at the base stations.
Basically, the proposed scheduling scheme can be described as follows. Assuming local
channel state information, each base station chooses its best set of user terminals over the
predefined partition and reports the corresponding index and value to the central station. For
its part, the central station decides and informs the selected set to all base stations. Finally, the
selected user terminals are served exactly in the same manner as the previous case of K < M.
Let S ,U denote the set of all K users, the K̃ selected users, with |S| = K, |U | = K̃,
respectively. In addition, let Q(K̃) be the set of all possible user selections, i.e., Q(K̃) ={U |U ⊆ S , |U | = K̃

}
for K̃ ≤ M. Then, the equivalent channel from the base stations to

the selected users is:
yk = akuk + zk, k ∈ U , (31)

which is a MISO channel with ak = [a1k · · · aBk] and uk =
[√

p1ks1k · · · √pBksBk
]T. For

convenience, we only consider the diversity order of the worst user and refer it as the diversity
of the system hereafter. Since the diversity order of a given channel depends solely on the
Euclidean norm of the channel matrix, the following user selection scheme maximizes the
diversity of the system:

U∗ = argU max
U∈Q

min
k∈U

‖ak‖2. (32)

Unfortunately, this scheduling scheme has two major drawbacks: 1) it requires perfect
knowledge at the central station on {ak}, which is crucial for the scheduling, is hardly
implementable as aforementioned, and 2) the maximization over all |Q(K̃)| = (KK̃) possible
sets U grows in polynomial time with K.
To overcome the first drawback, the following selection scheme is used:

Ud = argU max
b=1...B

max
U∈Q

min
k∈U

|abk|2. (33)

This means that base station b selects the set U that maximizes mink∈U |abk|2 and sends both
the index of the set and the corresponding maximum value to the central station. Upon
the reception of B values and the corresponding sets from the B base stations, the central
station makes a decision by selecting the largest one. Therefore, only a very small amount
of information is sent through the links between the base station and the central station. To
address the second drawback, the choices of U are narrowed down to κ = K/K̃ possibilities
(It is assumed that κ is integer for simplicity of demonstration, but it can be shown that the
same conclusion holds otherwise):

PS = {U1,U2, . . . ,Uκ} ,
⋃
i

Ui = S , Ui ∩ Uj = ∅, ∀ i �= j, |Ui| = K̃, ∀ i. (34)

In other words, PS is partition of the set of all users S . Furthermore, it is assumed that the
partition PS is fixed by the central station and known to all base stations. Hence, the proposed
scheduling scheme selects the following set of users:

Ud = argU max
b=1...B

max
U∈PS

min
k∈U

|abk|2. (35)

To summarize, the scheduling scheme works as described in Algorithm 4.
An example of two base stations and six user terminals is shown in Figure 13. In this
example, in order to serve two user terminals simultaneously, a partition of three sets is
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Algorithm 4 Distributed Diversity Scheduling (DDS)

1: Central station fixes a partition PS and informs it to all base stations
2: Base station b finds maxU∈PS mink∈U |abk|2 and sends this value and the index of the

maximizing set U to the central station
3: Central station chooses the highest value and broadcasts the index of the selected set Ud

as defined in (35)
4: All base stations serve the user terminals in Ud simultaneously

set 1

set 2

CS

BS1

BS2

set 3

set 1

set
3 (−4dB)

set 1 (−3dB)

set 1

Fig. 13. An example scenario of user scheduling with two base stations and six user
terminals.

fixed by the central station. With local channel state information, each base station compares
the coefficients mink∈U |abk|2 for all three sets U , finds out the largest one and sends the
corresponding ”index(value)” pair to the central station. The central station compares the
values and broadcasts the index of the selected set (set 1 in this example).
Figure 14 shows the outage probability versus signal-to-noise ratio when there are more users
than the number of served users, i.e. K ≥ K̃ = 2. Assuming the same setting as Figure 2
for M = 4, the distributed diversity scheme is applied to select a set of two users among
K ∈ {2, 4, 6}. Once the user selection is done, any power allocation policy presented in
Sections 3 and 4 can be applied. However, it is non-trivial (if not impossible) to characterize
the statistics of the overall channel gains in the presence of any user scheduling. Hence,
it is illustrated here only the performance with equal power allocation in the absence of
channel state information. As a matter of fact, any smarter allocation shall perform between
the waterfilling allocation and the equal power allocation. It is observed in the figure that
diversity gain increases significantly as the number K of users in the system increases.

6. Conclusions

In this chapter, we reviewed the litterature on the power allocation problems for coordinated
multicell MIMO systems. It was seen that the optimal resource allocation is given by the
waterfilling algorithm when the central station knows all channel realizations. Assuming
a more realistic scenario, we also reviewed the solutions for the case of partial channel
state information, i.e. local channel knowledge at each base station and statistical channel
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knowledge at the central station. Under this setting, it was presented an outage-efficient
strategy which builds on distributed zero-forcing beamforming to be performed at each base
station and efficient power allocation algorithms at the central station.
In addition, in the case of a small number of users K ≤ M, it was proposed a scheme
that enables each user terminal to achieve a diversity gain of B(M − K + 1). On the other
hand, when the number of users is larger than the number of antennas (K ≥ M), the
proposed distributed diversity scheduling (DDS) can be implemented in a distributed fashion
at each base station and requires only limited amount of the backbone communications.
The scheduling algorithm can offer a diversity gain of BK

K̃
(M − K̃ + 1) and this gain scales

optimally with the number of cooperative base stations as well as the number of user
terminals. The main finding is that limited base station cooperation can still make network
MIMO attractive in the sense that a well designed scheme can offer high data rates with
sufficient reliability to individual user terminal. The proposed scheme can be suitably applied
to any other interference networks where the transmitters can perfectly share the messages to
all user terminals and a master transmitter can handle the resource allocation.
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Taiwan, R.O.C. 

1. Introduction 
Multiuser orthogonal frequency division multiplexing (OFDM) is a very promising multiple 
access technique to efficiently utilize limited RF bandwidth and transmit power in 
wideband transmission over multipath fading channels. When a wideband spectrum is 
shared by multiple users in multiuser OFDM-based systems, different users may experience 
different fading conditions at all subcarriers. Each user is assigned a subset of all subcarriers 
by some allocation algorithm. Thus, multiuser diversity can be achieved by adaptively 
adjusting subcarrier, bit, and power allocation depending on channel status among users at 
different locations (Wong et al., 1999a). In (Wong et al., 1999a), Wong applies a Lagrangian 
optimization technique and an iterative algorithm to solve the subcarrier, bit and power 
allocation problem. The suboptimal scheme for the NP-hard joint optimization problem is 
decoupled into two steps while it has a high computational complexity. A sub-optimal 
algorithm has been proposed to solve a related problem (Wong et al., 1999b). In (Wong et 
al., 1999b), Wong presents a real-time subcarrier allocation (SA) algorithm. It is a two-phase 
algorithm, including the constructive initial assignment (CIA) and the subcarrier swapping 
steps. The initial subcarrier allocation algorithm needs to pre-determine the numbers of 
subcarriers for each user before the allocation process starts. The performance of the SA-
based algorithm will be compared in the simulation. In (Kim et al., 2006), Kim shows that 
the allocation problem in (Wong et al., 1999a) can be transformed into an integer 
programming (IP) problem. The branch-and-bound algorithm (Wolsey, 1998) can be 
employed to find the optimal solution of the allocation problem which has exponential 
computational complexity in the worse cases. We utilize the approach to obtain the optimal 
solution as the performance bound for comparison. 
Evolutionary algorithms (EA) are used to solve extremely complex search and optimization 
problems which are difficult to solve through simple methods. EAs are intended to provide 
a better solution, as it is based on the natural theory of evolution. Evolutionary algorithm 
(EA)-based schemes have been applied to solve subcarrier, bit, and power allocation 
problems (Wang et al., 2005) (Reddy et al., 2007) (Reddy & Phora, 2007) (Pao & Chen, 2008). 
In general, chromosomes can be designed with binary, integer, or real representation. The 
chromosome lengths are related to the number of subcarriers. Each element in the 
chromosome is a subcarrier allocated to a user. In this research, a subset of subcarriers can 
be assigned to one user depending upon the availability of subcarriers at a particular time 
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(Wong et al., 1999a) (Wong et al., 1999b) (Kim et al., 2006) (Wang et al., 2005) (Reddy et al., 
2007) (Reddy & Phora, 2007) (Pao & Chen, 2008). In the methods (Wang et al., 2005) (Reddy 
et al., 2007) (Reddy & Phora, 2007), chromosomes with “good” genes are added in the initial 
population to improve the convergence rate. This concept is also adopted in the scheme (Pao 
& Chen, 2008) which generates a chromosome with good genes by employing the CIA 
method (Wong et al., 1999b) in the proposed ES-based schemes. It is believed that a better 
initial subcarrier assignment could achieve better performance (Wang et al., 2005) (Reddy et 
al., 2007) (Reddy & Phora, 2007) (Pao & Chen, 2008). The ES-based scheme (Pao & Chen, 
2008) uses the integer representation for the solutions. In this paper, an encoding scheme is 
discussed about the mapping between the binary-string representation and the integer 
representation in the solution.  
In this paper, a hybrid evolutionary algorithm (HEA) is proposed to solve the subcarrier, bit, 
and power allocation problem. The HEA is an EA-based approach coupled with a local 
search algorithm.  The concept of a HEA can be found in (Miller et al., 1993) (Kassotakis et 
al., 2000) (Quintero & Pierre, 2008). A local search algorithm intends to perform 
optimization locally, while an EA tries to achieve optimum globally. There are two EA-
based natural selection schemes (NSS), NSS-I and NSS-II, presented for the allocation 
problem and compared in this paper. NSS-I is a novel scheme proposed in the paper and 
NSS-II is adapted from (Wang et al., 2005). Every step of these two evolutionary algorithm-
based natural selection schemes is addressed in details in this paper. The recombination 
operation in the proposed NSS-I considers the difference between two chromosomes. The 
recombination operation in NSS-I would re-assign a specific subcarrier to different users. A 
better solution could be found through the proposed natural selection scheme. The 
similarity and the difference between chromosomes are not considered in the recombination 
operation in NSS-II (Wang et al., 2005). It makes the recombination operation in NSS-I more 
efficient than that in NSS-II (Wang et al., 2005).  One local refinement strategy is proposed to 
re-assign the “free” subcarriers to provide better performances, and aims to enhance the 
convergence rate. The simulation results show that the proposed hybrid evolutionary 
algorithm (HEA)-based scheme with the integer representation converges fast, and the 
performance is better and close to that of the optimum solution with the judicious designs of 
the recombination operation, the mutation operation, and the local refinement strategy. 
Besides, an adaptive scheme for time-varying channels is also proposed to provide 
competitive performance with the reduction of the population sizes and the number of 
generations. 

2. System model 

Assume the system has K users and N subcarriers. A subset of N subcarriers is assigned to a 
user, and the number of bits is also determined on downlink transmission. { }n,kh denotes the 
channel gains over all N subcarriers for the k-th user at subcarrier n. The number of bits of 
the n-th subcarrier assigned to user k is n,kr . The required received power kf  at a particular 
data error rate is a function of bits per symbol n,kr . It is not allowed a subcarrier is shared 
among different users. Therefore, we define 

 n,k
n ,k

n ,k

, if r
, if r

ρ
≠⎧

= ⎨ =⎩

1    0
0    0

   (1) 
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The variable n ,kρ  is either 1 or 0, and the sum of all n,kρ is equal to 1 for any particular n. The 
required transmit power can be expressed as  

 
( )N K k n ,k

n ,kn k
n,k

f r
P

h
ρ

= =
= ∑ ∑ 21 1

  (2) 

Data rates { }KR ,R ,...,R1 2 are predetermined parameters for each user. The bit error rate 
must be ensured at a certain level to meet the service quality. The subcarrier, bit and power 
allocation problem for the minimization of total transmit power is formulated as 

n ,k n ,kr ,
Min

ρ
  

( )N K k n,k
n ,kn k

n ,k

f r
h

ρ
= =∑ ∑ 21 1

 

 subject to  K
n,kk

, for n , ,...Nρ
=

= =∑ 1
1    1 2  and N

n,k kn
r R , for k , ,...,K

=
= =∑ 1

    1 2   (3) 

This nonlinear optimization problem could be solved by employing integer programming 
(IP) (Kim et al., 2006). Therefore, the formulation to achieve the optimal bound for the 
performance comparison is briefly summarized as follows (Kim et al., 2006). If 

{ }n,kr , ,...,M∈ 0 1 , then  

  ( ) ( ) ( ){ }k n,k k kf r , f ,..., f M∈ 0 1   (4) 

A new indicator variable n,k ,rγ  is defined as 

 n ,k n ,k
n ,k ,r

, if r rρ
γ

= =⎧
= ⎨
⎩

1    1 and 
0,  otherwise                    

  (5) 

where { }r , ,...,M∈ 0 1 . For a particular subcarrier n, the value of n,k ,rγ  must be 0 or 1. n,k ,rγ  is 
an indicator. n,k ,rγ = 1  means that the nth subcarrier is assigned to the kth user with the rth 

modulation. M
n,k ,rr
γ

=
=∑ 0

1  means that only one type of modulation is employed for that 

user. For other users, M
n ,k',rr
γ

=
=∑ 0

0  because the nth subcarrier is not assigned to the other 

users. M
n ,k ,rr
γ

=∑ 0
  is either 1 or 0. Therefore, when more than one subcarrier (by observing 

different n) is assigned to one user, M
n ,k ,rr
γ

=∑ 0
  is either 1 or 0. The problem formulation is 

presented for the use of the branch-and-bound to solve the problem. It follows that (4) is 
rewritten as  

 ( ) ( )M
k n ,k n ,k ,r kr

f r f rγ
=

= ∑ 0
   (6) 

The required transmit power (2) can be re-expressed as 

 ( )N K M
k

n,k ,r n ,k
n k r n ,k

f r
P

h
γ ρ

= = =

⎧ ⎫⎪ ⎪= ⎨ ⎬
⎪ ⎪⎩ ⎭

∑∑ ∑ 2
1 1 0

   (7) 
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The indicators n,k ,rγ  and n ,kρ  are related as 

 M
n,k n,k ,rr

ρ γ
=

=∑ 0
     (8) 

and we have  

 n,k ,r n ,k n ,k ,rγ ρ γ⋅ =  .  (9) 

(7) is rewritten as a linear cost function: 

 ( )N K M k
n ,k ,rn k r

n ,k

f r
P

h
γ

= = =
= ∑ ∑ ∑ 21 1 0

    (10) 

A linear integer programming-based branch-and-bound algorithm (Wolsey, 1998) can be 
employed to solve this problem. In general, integer programming is a full-search approach 
which needs exponential time. Therefore, we proposed a suboptimal scheme to solve the 
subcarrier, bit, and power allocation problem for OFDMA systems.  

3. Encoding schemes 
One encoding scheme is required in the implementation of the EA-based schemes. Here, an 
encoding scheme is presented for the mapping of the possible solutions between the binary-
string representation and the integer representation. In the proposed scheme, the 
chromosome lengths are related to the number of subcarriers. Each element in the 
chromosome contains a user index which means a subcarrier allocated to the user. A subset 
of subcarriers can be assigned to a user. 
First, we introduce the encoding scheme with integer representations. Referring to Table 1, 
each chromosome represents one solution. The chromosome with N elements denotes a 
subcarrier assignment solution to the optimization problem. Each element in the 
chromosome represents a subcarrier assignment, and its value is coded as an integer at the 
range of 1 to K that stands for an index of a user. For example, the first element in the first 
chromosome is 2. It means that the 1st subcarrier is assigned to the 2nd user. The union of 
these chromosomes is called the population as shown in Table 1. The chromosome lengths 
of N are equal to the number of total subcarriers, and are not varied for different numbers of 
users. The size of the population should make the possible solutions diverse enough for 
finding the optimal solution. 

 
Table 1. The integer representation 

 
 
 

1st 2nd 3rd 4th 5th 6th 7th Nth 
2 8 5 1 4 2 3 … 
1 3 6 2 2 4 1 … 
6 1 5 6 2 3 … … 
4 … … … … … … … 

…. … … … … … … … 

C
hrom

osom
es 

N subcarriers
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In general, chromosomes can be designed with binary, integer, or real-valued 
representation. Encoding methods are discussed in details in (Coley, 2003). Referring to 
Table 1, we assume there are 8 users in the example. The number of bits for encoding the 
user index into the binary-string representation should be sufficient to fulfill the 
presentation needs associated with the number of users. For example, the maximum 
number of users which can be represented with 3 encoding bits is =32 8 . 
 

User 1 2 3 4 5 6 7 8 
Binary 000 001 010 011 100 101 110 111 

Table 2. A typical example of the encoded binary-string representations for 8 users 

Table 3 is an example of a three-bit encoding scheme for the mapping between the binary-
string representation and the integer representation. By taking the first chromosome in 
Table 1 for example, the binary-string representation based on Table 2 is obtained as: 
 

Subcarrier 1st 2nd 3rd 4th 5th 6th 7th Nth
Real 2 8 5 1 4 2 3 … 

Binary 001 111 100 000 011 001 010 … 

Table 3. A typical example of a three-bit encoding scheme 

The encoded binary-strings are equally distributed among users. One or more than one 
encoded binary-string representations may be mapped to a particular user.  Table 4 shows 
an example when the number of user is less than the number of the combinations with 3 
encoding bits. Referring to Table 4, “000” and “001” stand for user 1; “010” and “011 stand 
for user 2; “100” and “101” stand for user 3; “110” and “111” stand for user 4. If each user 
has the equal number of the encoded binary-string representations, then it means each user 
has equal subcarrier assignment probability during the iteration process.  Under some 
circumstances, each user would not have the same assignment probability, such as 6 users 
with 3 bits to encode. If the length of the binary-string associated with the number of bits is 
not long enough, the unequal assignment probability would happen. Long binary-string 
encoding is preferred with this mapping method. Other mapping method can also be 
designed to avoid this requirement of the long binary-string encoding such as the modulus 
operation.  
 

User 1 2 3 4 
Binary 000 001 010 011 100 101 110 111 

Table 4. A typical example of the encoded binary-string representations for 4 users 

Note that the number of encoding bits is predetermined and related to the number of users. 
Both representations for the solution are able to be utilized in the following proposed EA-
based allocation schemes. 

4. Proposed evolutionary algorithm-based allocation schemes 
The evolutionary algorithm (EA) (Back, 1996) (Spears, 2000) is proposed to search optimum 
solutions, which can be traced to at least the 1950s. Two typical approaches in evolutionary 
computing methodologies are “evolutionary strategy (ES)” and “genetic algorithm (GA)”. 
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GA emphasizes on recombination process; ES makes use of both mutation and 
recombination procedures. The basic structure of the evolutionary algorithm consists of four 
operations, including selection, recombination, mutation, and fitness evaluation.     
Fig. 1 illustrates the processing block diagram of the proposed HEA-based scheme in this 
paper. The scheme provided in Table 1 is one subcarrier for one gene to construct a 
chromosome and procedures are followed in all papers (Wang et al., 2005) (Reddy et al., 
2007) (Reddy & Phora, 2007) (Pao & Chen, 2008). The encoding design can be integer, 
binary, or real-value. The subcarrier allocation method of Wong et al. (Wong et al., 1999b) is 
utilized to create one chromosome with good genes in the initial population, where the 
numbers of subcarriers are predetermined for all users. In this paper, one subcarrier for one 
gene and random allocation creates the other chromosomes in the initial population. The 
predetermined numbers of subcarriers for users would be adjusted while performing the 
proposed algorithm.  
There are two natural selection schemes for the allocation problem presented in this paper. 
Every component of these two schemes is discussed in details as the following.  
 

 Initial Population

Selection

Recombination

Mutation

Local Refinement 
Strategy

Fitness Evaluation

Fitness Evaluation

 
Fig. 1. Block diagram of the hybrid evolutionary algorithm-based scheme 
A. Natural Selection Scheme I (NSS-I) 
The natural selection scheme (NSS-I) is proposed for solving the allocation problem with the 
judicious designs of the recombination operation, the mutation operation, and the local 
refinement strategy.  
A.1 Initialization of the Population 

The initial population of size A1  is composed of one chromosome generated by the CIA 
procedure (Wong et al., 1999b) and A1 -1 chromosomes created by randomization. The 
major merit of the CIA procedure is to select subcarriers with better channel conditions for 
the users according to the predetermined number of subcarriers per user. According to the 
CIA procedure (Wong et al., 1999b), the numbers of subcarriers assigned to users have to be 
determined in the beginning. However, in the problem under consideration, the optimum 
number of assigned subcarriers for each user is unknown. The numbers of subcarriers 
assigned to users are equal in the initialization phase. Note that the numbers of the 
subcarriers are temporarily preset in the initial population and they would be adjusted as 
the number of the generations increases for approaching those of the optimal solution.  It 
does not mean the numbers of subcarriers for the final solution have to be determined in the 
beginning with the proposed scheme. Table 1 shows a typical example of the integer 
representation in the EA-based allocation scheme. 
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A.2 Selection 

The fitness function is defined as the transmit power evaluated by a bit loading approach. 
After sorting, μ  chromosomes associated with the μ  largest values of fitness evaluation are 
selected from the population of size A1 , and saved in the mating pool, while the rest A μ−1  
chromosomes are deleted. The number of chromosomes μ  that are kept in each generation 
is fixed. The new offsprings of size A A μ= −2 1  will be generated in the next step. The 
population size of A1 = μ + A μ−1  to evaluate the fitness is not changed for each 
generation. Besides, the best one chromosome is kept independent at each generation in 
order to hold the convergence of the solutions. If the current best chromosome is superior to 
the one in the last generation, the best chromosome is replaced. The problem under 
consideration is to find the allocation solution which minimizes the transmit power. Due to 
the property of the minimization problem in communications with wireless channels under 
consideration, the scheme keeps one best chromosome to make the solution continue to 
improve in the sense of the minimization of power. 
A.3 Recombination 

Two chromosomes ( )f mx ,x  are randomly and iteratively selected from the mating pool of 
μ  chromosomes to produce two new offsprings ( )f mx , x′ ′  (Back, 1996) (Siu et al., 2005). The 
differences between genes are utilized in the recombination procedure.  The rule can be 
represented as 
 

 ( ) ( )f f r f m m m r f mx x g k x - x x x g k x - x′ ′← + ← +  and    (11) 

where the step size rg  has the inequality rg< ≤0 1 . The coefficient k  is defined as 
 

 
( )
( )

c

c

, if U , p
k

, if U , p
<⎧⎪= ⎨ >⎪⎩

1   0 1
0   0 1

   (12) 

where ( )U ,0 1  is a value generated by a random number generator with the uniform 
distribution of [0,1]. From equation (11), some elements in chromosomes fx  and mx  would 
be changed if the genes are different. That is, a specific subcarrier is assigned to different 
users. The parameters, rg  and cp , are used to change the value of the element in the 
chromosome, i.e. to re-assign a specific subcarrier to another user. A better solution could be 
found through the natural selection scheme.  Note that elements in ( )f mx , x′ ′  are rounded off 
to integers. The μ  chromosomes and the new offsprings of size 2 1A A μ= −  are merged to be 
a set of 1A  chromosomes for mutation.  
A.4 Mutation 

The concept of mutation is to prevent the solution trapped into a local minimum.  Mutation 
points are randomly selected from the population of size A1 . The mutation probability mP  
is defined by the fuzzy logic technique that provides an effective concept for dealing with 
the problem of uncertainty and imprecision (Lee, 1990). The fuzzy logic controller (FLC) is 
thus utilized based on this concept to provide the adaptive mutation probability during the 
optimization process. Average variance alleles (AVA) (Herrera et al., 1994) are used to 
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determine the mutation probability. An AVA is employed to measure the difference among 
chromosomes by monitoring the population diversity and correlation. An AVA is a dynamic 
parameter in the process of the EA-based natural selection schemes. The mutation 
probability mP  is defined by the fuzzy logic controller (FLC) with the AVA parameter as 
following: 
If the current AVA is greater than the averaged AVA, the mutation probability should 
increase and vise versa. AVA is calculated per each generation. AVA is low when the A1  
chromosomes are quite similar. The adaptive mutation probability adjustment scheme is 
given as the following: 

 
m

m

m

AVAP , if AVA AVA
AVAP
AVAP - , if AVA AVA
AVA

δ

δ

⎧ + ≥⎪⎪= ⎨
⎪ <⎪⎩

  

  
  (13) 

where ( )N A
i jj i

AVA S - S NA
= =

= ∑ ∑ 1 2

11 1
, N

i ijj
S S N

=
= ∑ 1

, and  A
j iji

S S A
=

= ∑ 1
11

; “－“ denotes 
an average value. S , i.e. the population of size A1 , is an A1 -by-N sample matrix whose 
element has the sample value i , jS . δ  is a constant to control the amount of the change in the 
mutation probability for every generation. The mutation probability mP  is held in the range 
of UpperLower

m mP ,P⎡ ⎤⎣ ⎦ . If the instant probability mP  is larger than the upper mutation probability 
Upper
mP or smaller than the lower mutation probability Lower

mP  , the current probability mP  is 
reset to the initial value to continue the process. The number of mutation points is mP A⋅ 1 , 
which is rounded off to an integer. The mutation points are randomly selected from the 
population of size A1 . The values of the elements for the selected mutation points are 
randomly changed to an integer value at the range of 1 to K. The mutated population of size 
A1  together with the best one chromosome is merged to have the population of size A +1 1 . 

A.5 Fitness Evaluation 

The fitness is defined as the required transmit power. In the evaluation of the fitness for 
each chromosome in the population of A +1 1 , a bit loading approach by using the water-
filling technique is employed. It is the optimal algorithm to load bits in a single-user 
environment (Hughes-Hartogs, 1989) (Lai et al., 1999). As each chromosome has the solution 
of the subcarrier assignment for each user, the water-filling technique can be applied to 
solve the bit loading problem. After the fitness evaluation, one chromosome with the worst 
fitness is deleted if the best chromosome is updated.  If the best chromosome is not replaced, 
the one identical to the best chromosome in the population of size A1  is deleted. The 
population size is still A1  for the next generation. 
Finally, we iteratively perform the previous steps until the algorithm reaches the 
convergence condition.  
B. Natural Selection Scheme II (NSS-II) 
The second natural selection scheme is adapted from  (Wang et al., 2005) with further 
investigation and detailed discussions. The performance will be compared with that of the 
proposed NSS-I in the simulation results. The related recombination and the mutation 
operations are addressed below.  
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B.1 Initialization of the population 

The scheme presented in  (Wang et al., 2005) has suggested that good genes should be 
added in the initial population to improve the convergence rate. For fair comparisons, the 
initial populations of the size B1  are also composed of one chromosome generated by the 
CIA procedure (Wong et al., 1999b) and B −1 1  chromosomes generated by the randomized 
assignment. The representation for the solution is the same as in Table 1 with integer-values.  
B.2 Selection 

After sorting, B2  chromosomes associated with the B2  largest values of the fitness 
evaluation are selected from the population of size B1 . B2 is the population size of the 
selected chromosomes. The remaining B B−1 2  chromosomes are saved in the mating pool. 
Besides, the best one chromosome is also kept independently in order to hold the 
convergence of solutions. 
B.3 Recombination 

One half of the B B−1 2  chromosomes are selected as parents by the following procedure, 
and then the two-point crossover by the rank weighting (Spears, 2000) is performed in our 
implementation. The first step is to give a random value for each chromosome. After sorting  
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Fig. 2. Illustration of the recombination operation 

the random values associated with the chromosomes, the first half of the B B−1 2  

chromosomes are selected as parent chromosomes while the others are deleted. After 
choosing chromosomes, the rank weighting method is to produce a probability iP *  for each 
chromosome and the cumulative probability is obtained by keepN

ii
P *

=∑ 1
. The chromosomes 

are selected from the mating pool to produce new offsprings. Here is the definition of the 
probability for each chromosome, iP * : 
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 ( ) keepN
i keep i

P* N i i
=

= − + ∑ 1
1     (14) 

Where i  stands for an index of a chromosome; keepN  is the value of ( )B B−1 2 2 . A 
randomly generated value, r, is to check if r is between iP *  and iP *+1 . If it is true, 
chromosome i  associated with *iP  is selected as one parent. The above process of 
generating a random number r is repeated in order to find a pair of chromosomes. Figure 2 
illustrates the procedure of the parent chromosomes’ selection. The two chromosomes are 
selected as parents to perform the two-point crossover. There are ( )B B−1 2 2  offsprings 
generated. The recombination operation in NSS-I considers the similarity and the difference 
between two chromosomes. It makes NSS-I more efficient than the recombination operation 
in NSS-II.  The effect can be observed in the simulation. 
B.4 Mutation 
The concept of the mutation is to prevent the solution trapped into a local minimum.  The 
mutation points are randomly selected from the merged population of size B1 , which is 
composed of the B2  chromosomes, the ( )B B−1 2 2  parent chromosomes, and the 

( )B B−1 2 2  new offsprings.  The population size in the mutation step is 
B B B BB B − −= + +1 2 1 2

1 2 2 2 .  

 The mutation probability mP *  is adjusted adaptively. The mutation probability is increased 
if no better chromosomes are found in the consecutive generation. The parameters are set in 
the same manner as  (Wang et al., 2005). The mutation probability mP *  is held in the range 
of Upper*Lower*

m mP ,P⎡ ⎤⎣ ⎦ . The mutated population of size B1  together with the best one 
chromosome is the population of size B +1 1 . 
B.5 Fitness Evaluation 

Before the evaluation of the fitness for each chromosome, the best one chromosome in the 
last generation is added. Again, in the evaluation of the fitness for each chromosome in the 
population of size B +1 1 , the water-filling technique (Hughes-Hartogs, 1989) (Lai et al. 1999) 
is used to load bits to subcarriers. After the fitness evaluation, one chromosome with the 
worst fitness is deleted if the best chromosome is updated.  If the best chromosome is not 
replaced, the one identical to the best chromosome in the population of size B1  is deleted. 
The population size is B1  for the next generation.  Finally, we repeat the previous steps until 
the algorithm achieves the convergence condition.  
C. Local Refinement Strategy  
Referring to Fig. 1, the local refinement strategy (LRS) is performed after the fitness 
evaluation. For a given solution associated with a chromosome, some subcarrier assigned to 
a user may not be employed if the situation of no modulation (no transmission) on that 
subcarrier occurs. It means that the channel condition of this specific subcarrier is relatively 
bad for the user. The specific subcarrier is set to be free in our proposed approaches. The 
step of LRS is proposed to enhance the performance by re-allocating the free subcarrier to 
another user. It is to assign the specific subcarrier to a user who provides the maximum total 
transmit power reduction. After the operation of the bit loading for the chromosomes, then 
we check if there is a free subcarrier n which has been assigned to user k . The free 
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subcarrier is assigned to user k which results in the maximum required total transmit power 
reduction. After the subcarrier re-assignment operation, the process continues until there is 
no free subcarrier.  
D. Adaptive Scheme  
As wireless channels vary gradually but slowly for this type of allocation problems, the 
channel fading condition could be similar in adjacent allocation time slots. Based on this 
concept, the solutions obtained in adjacent allocation time slots could be similar. Owing to 
the property of wireless channels, the final solution of the previous processing time slot may 
be included in the initial population for the current time slot allocation process to speed up 
the convergence rate. If a better solution is applied in the initial population, the evolutionary 
algorithm-based schemes could converge faster and the population size could be reduced in 
the adaptive manner. The computational time would be further improved because of less 
possible candidate solutions and less generations to provide competitive performance. With 
the adaptive manner, the proposed algorithm may be performed with a large number of 
generations and a large population size in the first allocation time slot. In the followed 
consecutive allocation time slots, the final solutions in the last allocation time slot are 
utilized as a portion of the initial population in the current allocation time slot.  As a smaller 
size of population and a smaller number of generations are employed to perform the 
algorithm to obtain the final solution, the computation cost can be reduced. 

5. Simulation results 

The frequency selective wireless channel model used in (Dong et al., 2001) is adopted. 
Perfect channel estimation is assumed. Each user has the same requested data rate. The 
channel power of the received signal for each user is varied because of the various path 
losses at the different locations. The set of the switching levels in (Torrance & Hanzo, 1996) 
for the modulation types is employed. All the following experiments are conducted under 
the channel conditions with the same statistics. The simulation parameters are listed in 
Table 5. In the initialization of the population, the numbers of subcarriers assigned to users 
are equal. The subcarriers are assigned to users by the CIA procedure (Wong et al., 1999b) 
and the randomized assignment. For fair comparisons, the sizes A1  and B1  of the initial 
populations are the same. The ratio / A /μ ≈1 1 7  is selected in our proposed scheme 
according to a selection mechanism (Siu et al., 2005). The mutation probability in the NSS-I 
scheme can be set small because the new offspring of size A2  are formed by μ  
chromosomes with higher fitness. The parameters for NSS-II are set in the same manner as  
(Wang et al., 2005). In the simulation, the chromosome lengths are equal to the number of 
total subcarriers. Each element in the chromosome contains a user index which means a 
subcarrier allocated to the user. The chromosome length is fixed. Table 3 is an example of a 
3-bit encoding scheme for the binary-string representation. By taking the first chromosome 
in Table 1 for example, the binary-string representation is obtained by using Table 2. This is 
the way we encode the chromosomes in the simulation.  
The simulation results are displayed for the performance comparison among various 
schemes including the Wong’s subcarrier allocation (SA) (Wong et al., 1999b) algorithm plus 
the optimum bit loading with the equal numbers of subcarriers for each user. The Wong’s 
subcarrier allocation (SA) algorithm (Wong et al., 1999b) includes the constructive initial 
assignment (CIA) and the subcarrier swapping two steps to provide sub-optimal 
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performance. CIA, which is adopted as an initial subcarrier allocation method for one 
chromosome, needs to pre-assign the numbers of subcarriers for each user. It is temporarily 
set for the proposed scheme and will be adjusted during the process. The optimal allocation 
solutions as the performance bound are obtained by using the linear integer programming-
based branch-and-bound algorithm (BnB) (Kim et al., 2006) (Wolsey, 1998). In the following 
simulation, 8-bit encoding is employed for the schemes with the binary-string 
representation. 
 

Number of users 3, 4, 6, 8 
Modulation types 0, QPSK, 16QAM, 64QAM 

Symbol rate per subcarrier 250k symbols/s 
Total Allowed Data rate 36 Mbits/s 
Number of subcarriers 48 

Center frequency 5 GHz 
Frame duration 10 ms 

{ }r cA , A , B , B ,g ,pμ1 2 1 2 ,    { }36, 31, 5, 36, 6, 0.5, 0.95  

{ }Upper* Upper* Lower* Lower
m m m m m mP ,P ,P ,P ,P ,P δ,  { }0.5, 0.1, 0.1,0.05, 0.025, 0.01, 0.001  

Table 5.  Parameters of Simulations 
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Fig. 3.  Convergence comparison in terms of required transmit power for the proposed EA-
based scheme with the real-valued representation for 6 users, the largest channel power 
difference among users = 30dB, and target BER=10-2 

The local refinement strategy, labeled LRS, is used in both EA-based schemes, NSS-I and 
NSS-II  (Wang et al., 2005), with the integer representation. The local refinement strategy is 
proposed to enhance the convergence rate to the optimum solution. The convergence curves 
are plotted by averaging 100 trial runs with 50 generations to show the performance 
improvement of LRS in Fig. 3. The relative required transmit power for the best one 
chromosome is reduced as the number of generations increases because the best 
chromosome is kept independently. The convergence rates of NSS-I + LRS and NSS-II + LRS 
are faster than those of NSS-I and NSS-II, respectively. The simulation results in Fig. 3 
demonstrate that the LRS truly improves the performance, and the performance of NSS-I is 
better than that of NSS-II. The result also shows that the proposed scheme, NSS-I + LRS, 
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with the integer representation converges fast and is close to the optimum performance. 
After 50 generations, the performance of NSS-I+LRS is very close to that of BnB. By taking 
about 0.1 db point away from the BnB performance as an example, the number of the 
generations with the proposed scheme is about 25 generations. On the other hand, the other 
schemes require more than 50 generation to achieve that performance. 
In Figs. 4 to 7, there are eight allocation schemes for performance comparison in the 
simulation, including five EA-based schemes, one suboptimal scheme (Wong et al., 1999b) 
(Wong et al., 1999b), the linear IP-based branch and bound scheme for the optimum 
performance bound (Kim et al., 2006), and an up-to-date genetic algorithm-based scheme 
(Reddy & Naraghi-Pour, 2007):(1) Scheme I: NSS-II + 8 bits encoding; (2) Scheme II: NSS-II + 
LRS + 8 bits encoding; (3) Scheme III: NSS-II + The integer encoding; (4) Scheme VI: NSS-II + 
LRS + The integer encoding; (5) Scheme V: NSS-I + LRS + The integer encoding; (6) SA 
(Wong et al., 1999b); (7) BnB (Kim et al., 2006); (8) GA (Reddy & Naraghi-Pour, 2007). 
The simulation results are averaged over 100 trial runs with 200 generations and are shown 
in Figs. 4 to 7 for different channel power differences, different target BERs, and different 
numbers of users. Figs. 4 to 7 reveal the similar performance trend can be observed in the 
results. The detailed comments regarding the performance comparison are as follows: 
1. The difference between Scheme I and Scheme III is the solution presentation. The 

performance of Scheme III with the integer representation is better than that of Scheme I 
with the binary-string representation at the same generation. It also reveals that the 
scheme with the integer representation outperforms the scheme with the binary-string 
representation. The EA-based schemes with the integer representation are more suitable 
for solving the resource allocation problems. Even if the local refinement strategy is 
employed, similar results with the effect of the representation can be observed (Scheme 
II and VI). 

2. The effects of the design in the recombination and the mutation operations are also 
investigated. The performances of Scheme VI and Scheme V indicate that the 
recombination and the mutation operations affect the performance. It reveals that the 
proposed recombination operation and the mutation operation can achieve better 
performances. The performance of the proposed Scheme V is very close to that of the 
optimum solution. 

3. The proposed local refinement strategy can improve the performance. In addition to the 
convergence rate improvement, Scheme II and Scheme VI outperform Scheme I and 
Scheme III in terms of transmit power. The performances of the proposed Scheme V are 
even closer to those of the optimum solutions. 

4. Besides the fast convergence feature demonstrated in Fig. 3, the simulation results in 
Figs. 4 to 7 show that the performances of the proposed HEA-based scheme with the 
integer representation, Scheme V, are close to those of the optimum solutions with the 
judicious designs of the recombination operation, the mutation operation, and the local 
refinement strategy. 

5. The GA-based scheme (Reddy & Naraghi-Pour, 2007) outperforms Scheme I and 
Scheme III in terms of transmit power when a fewer number of users is considered. 
When the proposed local refinement strategy is employed to Scheme I and Scheme III, 
i.e. Scheme II and Scheme IV, their performances are greatly improved and better than 
those of GA-based scheme (Reddy & Naraghi-Pour, 2007). The major proposed hybrid 
evolutionary algorithm-based scheme, Scheme V, performs best and the performances 
are the closest to those of the optimum solutions in these simulations. 
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Fig. 4.  Performance comparison in terms of required transmit power among eight allocation 
schemes, the largest channel power difference among users = 15dB, and target BER= 10-2 
 

3 4 5 6 7 8
-6

-5

-4

-3

-2

-1

0

No. of Users

R
el

at
iv

e 
Po

w
er

 (
dB

)

 

 
SA
Scheme I
Scheme II
Scheme III
Scheme VI
Scheme V
BnB
GA

 
Fig. 5.  Performance comparison in terms of required transmit power among eight allocation 
schemes, the largest channel power difference among users = 30dB, and target BER= 10-2 
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Fig. 6. Performance comparison in terms of required transmit power among eight allocation 
schemes, the largest channel power difference among users = 15dB, and target BER= 10-2 
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Fig. 7. Performance comparison in terms of required transmit power among eight allocation 
schemes, the largest channel power difference among users = 30dB, and target BER= 10-2 
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Fig. 8.  Performance comparison with the adaptive scheme in terms of required transmit 
power at mobile speed=1km/h, the largest channel power difference among users = 15dB, 
and target BER= 10-2 

The simulations are conducted to demonstrate the efficacy of the adaptive scheme which 
can reduce the number of the generations and the population size to provide competitive 
performance in various adaptive situations. The mobile speed is 1km/h. The allocation 
period is on a per frame basis. The scheme labeled “Adaptive I” considers that the final 
solutions of the previous processing frame are included in the initial population for the 
current frame allocation process. The proposed scheme labeled “Scheme V” is compared to 
demonstrate the efficacy of the adaptive scheme in the reduced computational cost to 
provide competitive performance. In the figures, the two parameters (a-b) inside the 
parenthesis denote the population size and the number of generations. The population 
size A1 =26; 30 generations are executed; 5 best solutions obtained after 200 generations in 
the previous frame are included in the initial population. As performed with fewer 
generations and a smaller population size, there is performance degradation between 
Adaptive I and Scheme V. However, the performance degradation is less than 0.1 dB in Fig. 
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8. Fig. 9 reveals the similar performance trend but even closer to that of the Scheme V, where 
the largest channel power difference among users is increased.   
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Fig. 9.  Performance comparison with the adaptive scheme in terms of required transmit 
power at mobile speed=1km/h, the largest channel power difference among users = 30dB, 
and target BER= 10-2 

In Figs. 10-11, 100 ms is the duration to perform the algorithm. The scheme “Adaptive II” 
obtains the solution for the first frame with 200 generations. The algorithm is performed 
with the smaller number of generations and the smaller size of population for the followed 
consecutive 9 frames. As indicated in the simulation results, the adaptive scheme tracks the 
channel variations well and provides very competitive performance compared to the 
scheme with the full number of generations = 200 and the full size of population = 36 of 
scheme V.  
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Fig. 10.  Performance comparison to demonstrate the tracking capability in terms of required 
transmit power at mobile speed=1km/h, the largest channel power difference among users 
= 15dB, and target BER= 10-2 
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Fig. 11.  Performance comparison to demonstrate the tracking capability in terms of required 
transmit power at mobile speed=1km/h, the largest channel power difference among users 
= 30dB, and target BER= 10-2 

In the next simulation to demonstrate the tracking capacity with the scheme, “Adaptive III”, 
the frame duration is switched to 5 ms which is employed in WIMAX standard and a carrier 
frequency of 1.95 GHz in the PCS (Personal Communication Services) band is adopted. The 
channel duration for the simulation is 1 second. The algorithm is performed with 200 
generations for the solution of the first frame while being performed with 30 generation for 
those of the rest of the frames to provide the solutions. As displayed in Figs. 12-13, the 
performances are very close to those of Scheme V with the full number of generations and 
the full size of population per each frame operation. 
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Fig. 12.  Performance comparison to demonstrate the tracking capability in terms of required 
transmit power at mobile speed=1km/h, the largest channel power difference among users 
= 15dB, and target BER= 10-2. Frame duration =  5 ms, carrier frequency = 1.95 GHz 
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Fig. 13.  Performance comparison to demonstrate the tracking capability in terms of required 
transmit power at mobile speed=1km/h, the largest channel power difference among users 
= 30dB, and target BER= 10-2. Frame duration =  5 ms, carrier frequency = 1.95 GHz 

6. Conclusion 
This paper proposes a hybrid evolutionary algorithm-based scheme to solve the subcarrier, 
bit, and power allocation problem. The hybrid evolutionary algorithm is an evolutionary 
algorithm-based approach coupled with a local refinement strategy. It is presented to 
improve the performance and offers the faster convergence rate. Simulation results show 
that the proposed hybrid evolutionary algorithm-based scheme with the integer 
representation converges fast, and the performance is close to that of the optimum solution 
with the judicious designed of the recombination operation, the mutation operation, and the 
local refinement strategy. An adaptive scheme for time-varying channels is also proposed to 
obtain the solution having competitive performance with the reduction of the population 
sizes and the number of generations. 
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1. Introduction 
Multicarrier Code-Division Multiple Access (MC-CDMA) (Hara & Prasad, 1997), which is 
based on a combination of an CDMA scheme and Orthogonal Frequency Division 
Multiplexing (OFDM) signaling (Fazel & Kaiser, 2008), has attracted much attention in 
forthcoming mobile communication systems, because of its intrinsic spectrum efficiency and 
interference suppression capabilities. In MC-CDMA, information symbols of many users are 
spread using orthogonal codes and combined in the frequency domain; this results in a 
relatively low symbol rate and thus non-selective fading in each subcarrier. 
However, one main drawback of any kind of multicarrier modulation is the inherent high 
value of the Peak-to-Average Power Ratio (PAPR) of the transmitted signals, because they 
are generated as an addition of a large number of independent signals. If low power 
consumption at the transmitter is a strict requirement, one would like the RF High Power 
Amplifier (HPA) to operate with a low back-off level (i.e. with operation point near 
saturation state); as a consequence of this, signal peaks will frequently enter the nonlinear 
part of the input-output characteristic of the HPA, thus causing severe nonlinear artifacts on 
the transmitted signals such as intermodulation distortion and out-of-band radiation. 
Therefore, reducing the PAPR is crucial in multicarrier systems, especially when 
transceivers are fed by batteries (such as in mobile devices), because of the intrinsic 
limitations in power consumption. 
There has been a lot of research work about PAPR reduction techniques in multicarrier 
systems. Among these, we have clipping and filtering schemes (Li & Cimini, 1997), block 
coding algorithms (Jones et al., 1994), the Partial Transmit Sequences (PTS) (Cimini & 
Sollenberger, 2000; Jayalath & Tellambura, 2000), and Selected Mapping (SLM) approaches 
(Bäuml et al., 1996; Breiling et al., 2001), and the Tone Reservation (TR) (Tellado & Cioffi, 
1998), and the Tone Injection (TI) techniques (Han et al., 2006). In general, reducing the 
PAPR is always done either at the expense of distorting the transmitted signals, thus 
increasing the BER at the receiver, or by reducing the information data rate, usually because 
high PAPR signals are somehow discarded and replace by others with lower PAPR before 
been transmitted. 
All the previously mentioned methods have been originally proposed for single-user 
multicarrier schemes such as OFDM. Although most of them are also applicable with minor 
modifications to MC-CDMA systems (Ruangsurat & Rajatheva, 2001; Ohkubo & Ohtsuki, 
2002), other families of algorithms can be developed after carefully considering the different 
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structure of the generated MC-CDMA signals. Between these, probably the most popular 
are those based on dynamically selecting an “optimal” set of codes (those that give the 
lowest possible PAPR), according to the number of active user in the system (Ochiai & Imai, 
1998; Kang et al., 2002; Alsusa & Yang, 2006). 
In this chapter, we further explore a PAPR reduction technique previously proposed by the 
authors, namely the User Reservation (UR) approach (Paredes Hernández & García Otero, 
2009). The UR technique is based on the addition of peak-reducing signals to the signal to be 
transmitted; these new signals are selected so that they are orthogonal to the original signal 
and therefore can be removed at the receiver without the need of transmitting any side 
information and, ideally, without penalizing the bit error rate (BER). In the UR method, 
these peak-reducing signals are built by using spreading codes that are either dynamically 
selected from those users that are known to be idle, or deliberately reserved a priori for 
PAPR reduction purposes. 
The concept of adding orthogonal signals for peak power mitigation has been previously 
proposed to reduce PAPR in Discrete MultiTone (DMT) and OFDM transmissions (Tellado 
& Cioffi, 1998; Gatherer & Polley, 1997), and also in CDMA downlink systems (Väänanen et 
al., 2002). However, the implementation of this idea in the context of MC-CDMA 
communications poses particular problems that are discussed in this chapter. Our aim is 
also to develop strategies to alleviate the inherent complexity of the underlying 
minimization problem. 

2. PAPR properties of MC-CDMA signals 
In an MC-CDMA system, a block of M information symbols from each active user are 
spread in the frequency domain into N = L M subcarriers, where L represents the spreading 
factor. This is accomplished by multiplying every symbol of the block for user k (where 
k∈ {0, 1 , … , L− 1}) by a spreading code k

lc l L= −( ){ , 0,1, , 1}… , selected from an set of L 
orthogonal sequences, thus allowing a maximum of L simultaneous users to share the same 
radio channel. The spreading codes are the usual Walsh-Hadamard (WH) sequences, which 
are the columns of the Hadamard matrix of order L, CL. For L a power of 2, the Hadamard 
matrix is constructed recursively as 

 2

1 1
1 1
⎡ ⎤

= ⎢ ⎥−⎣ ⎦
C  (1a) 

 n n / n , , ,L ,L2 2 for 4 8 2= ⊗ =C C C …  (1b) 

where the symbol ⊗ denotes the Kronecker tensor product. 
We will assume in the sequel that, of the L maximum users of MC-CDMA system, only 
KA < L are “active”, i.e., are transmitting information symbols, while the other KI = L – KA 
remain inactive or “idle”. We will further assume that there is a “natural” indexing for all 
the users based on their WH codes, being the index associated to a given user the number of 
the column that its code sequence occupies in the order-L Hadamard matrix. For notational 
convenience, we will assume that column numbering begins at 0, so that 

 ( ) ( ) ( L )
L L L L

−⎡ ⎤= ⎣ ⎦
0 1 1C c c c  (2) 
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with 
T( k ) ( k ) ( k ) ( k )

L Lc ,c , ,c −⎡ ⎤= ⎣ ⎦0 1 1c …  and (⋅)T denotes transpose. In this situation, the indices of the 

active users belong to a set ΩA, while the indices of the inactive users constitute a set ΩI. The 
cardinals of the sets ΩA and ΩI are, thus, KA and KI, respectively.  
In the downlink transmitter, the data symbols of the KA active users are spread by their 
specific WH sequences and added together. The complex envelopes are then interleaved in 
the frequency domain, so that the baseband transmitted signal is 

 Ttecats
Ak

L

l

M

m

TtmMljk
l

k
m <≤= ∑ ∑∑

Ω∈

−

=

−

=

+ 0,)(
1

0

1

0

)(2)()( π  (3) 

where k
ma m M= −( ){ , 0,1, , 1}…  are the data symbols in the block for the kth active user and T 

is the duration of the block. Actually, the modulation of the subcarriers is performed in 
discrete-time by means of an Inverse Fast Fourier Transform (IFFT). 
The PAPR of a signal can be defined as the ratio of peak envelope power to the average 
envelope power 

 t T
s t

PAPR
E s t
≤ <=

2

0
2

max| ( )|

[| ( )| ]
 (4) 

where E ⋅( )  represents the expectation operation, and E s t 2[| ( ) ]  is the average power of s(t). 
In practice, the computation of the peak power is performed on the discrete-time version of 
s(t). 
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Fig. 1. Examples of amplitude envelopes in MC-CDMA. (a) Single user. (b) Full load 

As the PAPR is a random variable, an adequate statistic is needed to characterize it. A 
common choice is to use the Complementary Cumulative Distribution Function (CCDF), 
which is defined as the probability of the PAPR exceeding a given threshold 
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 )Pr()( xPAPRxCCDF >=  (5) 

It should be noticed that the distribution of the PAPR of MC-CDMA signals substantially 
differs from other multicarrier modulations. For instance, in OFDM schemes, the subcarrier 
complex envelopes can be assumed to be independent random variables, so that, by 
applying the Central Limit Theorem, the baseband signal is usually assumed to be a 
complex Gaussian process. However, in MC-CDMA the subcarrier envelopes generally 
exhibit strong dependencies, because of the poor autocorrelation properties of WH codes. 
This fact, in turn, translates into a baseband signal that is no longer Gaussian-like, but 
instead has mostly low values with sharp peaks at regular intervals. This effect is 
particularly evident when the number of KA active users is low. 
Fig. 1 shows examples of amplitude envelopes for an MC-CDMA system, with L=32 and 
M=4 (N=128 subcarriers), and where the two extreme conditions are considered, single user 
(KA=1) and full load (KA=32). 
We can see from Fig. 1 that we should expect higher PAPR values as the load of the system 
decreases. 

3. PAPR reduction by user reservation 
Our approach to PAPR reduction is based on “borrowing” some of the spreading codes of 
the inactive users set, so that an adequate linear combination of these codes is added to the 
active users before the IDFT operation. The coefficients of such linear combination 
(“pseudo-symbols”) should be chosen so that the peaks of the signal are reduced in the time 
domain. As the added signals are orthogonal to the original ones, the whole process is 
transparent at the receiver side. 

3.1 System model 
Fig.2 shows a block diagram of the proposed MC-CDMA downlink transmitter. We can see 
that the binary information streams of the KA active users are first converted into sequences 
of symbols belonging to a QAM constellation, and the symbol sequence of each user is 
subsequently spread by its unique code. Notice also from Fig.2 that, unlike a conventional 
MC-CDMA system, the codes belonging to the left KI inactive users are also used to spread a 
set of pseudo-symbols computed from the current active users’ symbols, and then the whole 
set of spread sequences are added together before the frequency-domain interleaving and 
OFDM modulation steps. 
With the addition of KI inactive users for PAPR reduction purposes, our MC-CDMA 
downlink complex envelope signal for 0 ≤ t < T, can be expressed as 

 
A I

L M L M
j Ml m t T j Ml m t Tk k k k

m l m l
k l m k l m

s t a c e a c eπ π

Ω Ω

− − − −
+ +

∈ = = ∈ = =

= +∑ ∑∑ ∑ ∑∑
1 1 1 1

2 ( ) 2 ( )( ) ( ) ( ) ( )

0 0 0 0
( )  (6) 

If we sample s(t) at multiples of Ts=T/NQ, where Q is the oversampling factor, we will 
obtain the discrete-time version of (6), which can be rewritten in vector notation as 

 ( ) ( )N A A N I I
NQ L M NQ L M= ⊗ + ⊗s W C I a W C I a  (7) 

where the components of vector s are the NQ samples of the baseband signal s(t) in the 
block, {sn≡s(nTs),n=0,1,…,NQ− 1}, aA is the vector of KAM symbols of the KA active users to be 
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transmitted, aI is the vector of KIM pseudo-symbols of the KI idle users to be determined, 
N
NQW  is a NQ×N matrix formed by the first N columns of the Inverse Discrete Fourier 

Transform (IDFT) matrix of order NQ 

 

( N )j j
NQ NQ
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NQ

( NQ ) ( NQ ) ( N )j j
NQ NQ
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π π
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⎢ ⎥
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⎢ ⎥
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1 1 1 12 2
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1

1

W  (8) 

A
LC  is a L×KA matrix whose columns are the WH codes of the active users, I

LC  is a L×KI 
matrix whose columns are the WH codes of the idle users, and IM is the identity matrix of 
order M. 
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Fig. 2. MC-CDMA downlink transmitter with addition of idle users for PAPR reduction 

Thus, our objective is to find the values of the pseudo-symbols aI that minimize the peak 
value of the amplitudes of the components of vector s in (7). 

3.2 Quadratic programming method 
Our optimization problem can be formulated as 

 
∞∞−≤≤

+== IIAA
sNQn III

nTs aHaHs
aaa

minmin)(maxmin
10

 (9) 

where ‖·‖∝ denotes ℓ∞ norm, and HA and HI are, respectively, the following NQ × KAM 
and NQ × KIM matrices: 

 ( )A N A
NQ L M= ⊗H W C I  (10a) 

 ( )I N I
NQ L M= ⊗H W C I  (10b) 

The minimization involved in (9) may be formulated as a Second-Order Cone Programming 
(SOCP) convex optimization problem (Sousa et al., 1998) 
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minimize z 
subject to  |sn| ≤ z, 0 ≤n ≤NQ − 1, 
  s=HAaA+HIaI  
in variables z∈ , aI∈ KI M    

(11)

Solving (11) in real-time can be a daunting task and we are, thus, interested in reducing the 
complexity of the optimization problem. Two approaches will be explored in the sequel: 
a. Reducing the dimension of the optimization variable aI . 
b. Using suboptimal iterative algorithms to approximately solve (11). 

4. Dimension reduction 
We will see in the next subsections that not all the inactive users are necessary to enter the 
system in (6) to reduce the PAPR. This is a consequence of the specific structure of the 
Hadamard matrices.  

4.1 Periodic properties of WH sequences  
The particular construction of Hadamard matrices imposes their columns to follow highly 
structured patterns, thus making WH codes to substantially depart from ideal pseudo-noise 
(PN) sequences. The most important characteristic of WH sequences that affects their 
Fourier properties is the existence of inner periodicities, i.e., groups of binary symbols (1 or 
−1) that are replicated along the whole length of the code. This periodic behavior of WH 
codes in the frequency domain leads to the appearance of characteristic patterns in the time 
domain, with many zero values that give the amplitude of the resulting signal a “peaky” 
aspect (see Fig 1a). This somewhat “sparse” nature of the IDFT of WH codes is, in turn, 
responsible of the high PAPR values we usually find in MC-CDMA signals. 
For the applicability of our UR technique, it is important to characterize the distribution of 
the peaks in the IDFTs of WH codes. This is because PAPR reduction is possible only if we 
add in (7) those inactive users whose WH codes have time-domain peaks occupying exactly 
the same positions as those of the active users, so that, with a suitable choice of the pseudo-
symbols, a reduction of the amplitudes of the peaks is possible. As we will see, this 
characterization of WH sequences will lead us to group them in sets of codes, where the 
elements of a given set share the property that any idle user with a code belonging to the set 
can be used to reduce the peaks produced by other active users with codes of the same set. 
A careful inspection of the recursive algorithm (1) for generating the Hadamard matrix of 
order n, Cn (with n a power of two), shows that two columns of this matrix are generated 
using a single column of the matrix of order n/2, Cn/2. If we denote as k

n
( )

/2c  the kth column 
of Cn/2 (k = 0, 1 , … , n / 2 − 1), it can be seen that the two columns of the matrix Cn generated 
by k

n
( )

/2c  are, respectively: 
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We can see from (12a) that the columns of the Hadamard matrix of order n/2 are simply 
repeated twice to form the first n/2 columns of the Hadamard matrix of order n. This, in 
turn, has two implications: 
Assertion 1. Any existing periodic structure in k

n
( )

/2c  is directly inherited by k
n
( )c . 

Assertion 2. In case k
n
( )

/2c  has no inner periodicity, a new repetition pattern of length n/2 is 

created in k
n
( )c . 

On the other hand, (12b) implies that the last n/2 columns of the order n Hadamard matrix 
are formed by appending to the columns of the order n/2 matrix these same columns but 
with the sign of their elements changed; therefore, the periodicities in the columns of the 
original matrix are now destroyed by the copy-and-negate operation in the last n/2 
columns. Nevertheless, we can easily see that (12b), when iterated in alternation with (12a), 
introduces another significant effect: 
Assertion 3. Any repetitive structure in k

n
( )c  is always composed of two equal-length 

consecutive substructures with opposite signs. 
If we denote as P the minimum length of a pattern of binary symbols that is repeated an 
integer number of times along any given column of the Hadamard matrix of order n (period 
length), we can see by inspection that the first column (formed by n 1s) has P = 1 and the 
second column (formed by a repeated alternating pattern of 1s and −1s )  has P = 2, 
respectively; then, by recursively applying assertions 1 and 2, we can build the following 
table: 
 

WH code index Period 
0 1 
1 2 
2, 3 4 
4 to 7 8 
  

L/4  to L/2 − 1 L/2 
L/2  to L− 1 L 

Table 1. Periods of the WH codes of length L 

Notice from Table 1 that, for an Lth order Hadamard matrix, we will have log2L + 1 different 
periods in its columns. Notice also that, for P > 1, as the period is doubled the number of 
WH sequences with the same period length is also doubled. 

4.2 Selection of inactive users 
The periodic structure of the WH codes determines their behavior in the time domain, 
because the number and positions of the non-zero values of the IDFT of a sequence directly 
depends on the value of its period P. To illustrate this fact, Fig. 3 shows the sampled 
amplitude envelopes of the signals obtained in a single-user MC-CDMA transmitter with 
two different WH codes (corresponding to different columns of the Hadamard matrix CL) 
Notice from Fig.3 that users whose codes have low indices tend to produce few scattered 
peaks in the time domain, while users using codes with higher values in their indices 
generate a high number of non-zero values in the time domain. 
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Fig. 3. Samples of the envelope of an MC-CDMA signal for a single user and different WH 
codes. (a) k =2. (b) k =16 
It is clear from Fig. 3 that idle users can only mitigate the PAPR of signals generated by 
active users with the same periodic patterns in their codes. This is because only those users 
will be able to generate signals with their peaks located in the same time instants (and with 
opposite signs) as the peaks of the active users, so that these latter peaks can be reduced. 
Therefore we conclude that we will include in (11) only those idle users whose WH codes 
have the same period as any of the active users currently in the system; the choice of inactive 
users can be easily obtained with the help of Table 1, and the selection rule can be 
summarized as follows: 
For every active user k A∈ΩA (with k > 1), select for the optimization (11) only the inactive 
users k I∈ΩI such that I Ak k=⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦2 2log log , where ⋅⎢ ⎥⎣ ⎦  denotes the “integer part”. 

5. Iterative clipping approaches 
The SOCP optimization of (11) solved with interior-point methods requires O((NQ)3/2) 
operations (Sousa et al, 1998). Although the structure of the matrices involved could be 
exploited to reduce the complexity, it is desirable to devise simpler suboptimal algorithms 
whose complexity only grows linearly with the number of subcarriers. This can be 
accomplished if we adopt a strategy of iterative clipping of the time-domain signal, so that, 
at the ith iteration, the signal vector is updated as 

 i i i+ = +( 1) ( ) ( )s s r  (13) 

where r(i) is a “clipping vector” that is designed to reduce the magnitude of one or more of 
the samples of the signal vector. Notice that, as the clipping vector should cause no 
interference to the active users, it must be generated as 

 i iI=( ) ( )r H b  (14) 
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where HI is defined in (10b) and b(i)∈ KIM. 
Now suppose that, at the ith iteration, we want to clip the set of samples of vector s(i) 

i i
us u U∈( ) ( ){ , } , where U(i) is a subset of the indices {0, 1 , … , NQ − 1}. Thus, in (13) we would 

like the clipping vector r(i) to reduce the magnitudes of those samples without modifying 
other values in vector s(i), so the  ideal clipping vector  should be of the form 
 

 ∑
∈

=
)(

)()(  
iUu

u
i

u
i δr α  (15) 

where δu is the length-NQ discrete-time impulse delayed by u samples 

 T
u

u NQ u− −

=
1

[0,0, ,0 ,1,0,0, ,0]… …δ  (16) 

and i i
u u Uα ∈( ) ( ){ , }  is a set of suitably selected complex coefficients. 

Notice, however, that, as we require vector r(i) to be of the form (14) it is not possible, in 
general, to synthesize the set of required time-domain impulses using only symbols from 
the inactive users, so δu must be replaced by another vector du generated as 

 I
u u=d H b  (17) 

so that the actual clipping vector would result in 

 
i

i i
u u

u U

α
∈

= ∑
( )

( ) ( ) r d  (18) 

which can be easily shown to be in agreement with restriction (14), with b(i) obtained as 

 
i

i i
u u

u U

α
∈

= ∑
( )

( ) ( ) b b  (19) 

A straightforward way to approximate the impulse vector δu is by minimizing a distance 
between vectors δu and du 

 I
u u p
= −

b
 arg minb H b δ  (20) 

where ‖·‖p denotes the p-norm. When p = 2, we have the conventional least-squares (LS) 
solution 

 I I I I
u u uLNQ

−= =* 1 * *1 ( )b H H H δ H δ  (21) 

where (⋅)* denotes conjugate transpose and we used the fact: MK
II

I
LNQIHH =* . Replacing 

(21) in (17), we arrive at 
 

 I I I
u u uLNQ
= = *1 d H b H H δ  (22) 
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so that du is the orthogonal projection of the impulse vector onto the subspace spanned by 
the columns of HI. Now, taking into account from (16) that δu is just the uth column of INQ, 
we conclude that the LS approximation to the unit impulse vector centered at position u is 
the uth column of the projection matrix 

 I I I

LNQ
= *1P H H  (23) 

Notice that, in general, matrix PI of (23) is not a circulant matrix. This is in contrast with the 
POCS approach for PAPR mitigation in OFDM (Gatherer and Polley, 1997) and related 
methods, where the functions used for peak reduction are obtained by circularly shifting 
and scaling a single basic clipping vector. Of course, other norms can be chosen in the 
optimization (20). For instance, for p =∝, the problem of finding the optimal vector bu can be 
also cast as a SOCP. Notice that the set of vectors i

u u U∈ ( ){ , }d  is pre-computed and stored 
off-line, and so the complexity of solving (20) is irrelevant. 
Fig. 4 shows examples of the approximations to a discrete-time impulse we get using (20) 
and (17) for p = 2 and p =∝, respectively. We can see that the minimization of the ℓ2 norm 
produces a signal that has spurious peaks with very high amplitudes; therefore, the addition 
of this approximate impulse to the original signal will induce the emergence of new peaks 
that need to be clipped, thus slowing the convergence of any iterative procedure. 
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Fig. 4. Approximations to a discrete-time impulse using only inactive users. (a) Minimizing 
ℓ2 norm. (b) Minimizing ℓ∞ norm 
Several approaches can be found in the literature for the iterative minimization of the PAPR 
in OFDM based on tone reservation. Among those, the two most popular are probably the 
SCR-gradient method (Tellado and Cioffi, 1998) and the active-set approach (Krongold, 
2004). Both can be readily adapted to simplify the UR method for PAPR reduction in MC-
CDMA as we will see in the sequel. 
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5.1 SCR-gradient 
Following (Tellado & Cioffi, 1998), we define the clipping or soft limiter (SL) operator 

 
, | |

( )
, | |

| |

n n

n n
n

n

s s A
clip s sA s A

s

≤⎧
⎪= ⎨ >⎪
⎩

 (24) 

with A > 0. Now, if all the components {sn, n=0,1,…,NQ− 1} of a given signal vector s are 
transformed by an SL, we can define the clipping noise as 

 clip= − ( )z s s  (25) 

If inactive users are added to the original signal sA (generated using only the symbols of the 
active users), so that the model for the clipped signal s is 

 A I A A I I= + = +s s s H a H a  (26) 

now the vector of pseudo-symbols of the inactive users aI can be designed to reduce the 
clipping noise. To accomplish this, we define the signal to clipping noise power ratio (SCR) 
as 

 
A A

SCR =
*

*
s s
z z

 (27) 

The maximization of the SCR in (27) leads to a minimization of its denominator (the clipping 
noise power). This latter can be written, using (25), (26) and (24), and after some 
manipulations as: 

 ( )
u

u
s A

s A
>

= −∑ 2*z z  (28) 

with 

 A T I I
u u us s= + δ H a  (29) 

where δu was defined in (16). Now, instead of a direct minimization of (28) with respect to 
aI, we will try an iterative algorithm based on the gradient of the clipping noise power of the 
form: 

 ( )I i
I i I i μ+ = − ∇ ( )
( 1) ( ) *

a
a a z z  (30) 

where μ> 0 and ∇ is the complex gradient operator (Haykin, 1996). Using (28) and (29), the 
gradient vector can be shown to be 

 ( ) ( )I

u

I
u u u

s A
A s s

>

∇ = −∑* *2 1 /
a

z z H δ  (31) 

According to (26), the recursion for the pseudo-symbols (30) can be equivalently translated 
to the signal vector 
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 ( )I i
i i Iμ+ = − ∇ ( )

( 1) ( ) *
a

s s H z z  (32) 

So that, substituting (31) in (32), and taking into account (22), we finally arrive at 

 ( )
i

u

i i i i
u u u

s A

A s sμ+

>

′= − −∑
( )

( 1) ( ) ( ) ( )1 /s s d  (33) 

where μ ′= 2μLNQ, which is in agreement with (13) and (18) with 

 
{ }

( )
i i

u

i i i i
u u u

U u s A

A s s u Uα μ

= >

′= − − ∈

( ) ( )

( ) ( ) ( ) ( )

:

1 / ,
 (34) 

Notice that, for μ ′= 1 and “ideal” impulses (du ≈ δu), the signal would be soft-limited in one 
iteration to the maximum amplitude A. 
The main drawbacks of this algorithm are the difficulty of a priori fixing a convenient 
clipping level A, and the probable slow convergence of the algorithm. 

5.2 Active-set 
The slow convergence of the SCR-gradient method is due to the use of non-ideal impulses 
du  in the clipping process, because they must satisfy restriction (17). As they have non-zero 
values outside the position of their maximum (see Fig. 4), any attempt to clip a peak of the 
signal at a given discrete time u using du  can potentially give rise to unexpected new peaks 
at another positions of the signal vector. 
On the contrary, the active-set approach (Krongold & Jones, 2004) keeps the maximum 
value of the signal amplitude controlled, so that it is always reduced at every iteration of the 
algorithm. An outline of the active-set method follows below (Wang et al, 2008): 
1. Find the component of s with the highest magnitude (peak value).  
2. Clip the signal by adding inactive users so that the peak value is balanced with another 

secondary peak. Now we have two peaks with the same magnitude, which is lower 
than the original maximum. 

3. Add again inactive users to simultaneously reduce the magnitudes of the two balanced 
peaks until we get three balanced peaks. 

4. Repeat this process until either the magnitudes of the peaks cannot be further reduced 
significantly or a maximum number of iterations is reached. 

Notice that, at the ith stage of the algorithm we have an active set i i
us u U∈( ) ( ){ , }  of signal 

peaks that have the same maximum magnitude, i.e.: 

 
i i i

u
i i i

u

s A u U
s A u U

= ∈

< ∈

( ) ( ) ( )

( ) ( ) ( )

| | , if 
| | , if 

 (35) 

where A(i) is the peak magnitude and  iU ( )  is the complement of the set iU ( ) . The problem at 
this point is, thus, to find a clipping vector r(i) generated as (18) that, when added to the 
signal s(i) as in (13), will satisfy two conditions: 
a. The addition of the clipping vector must keep the magnitudes of the components of the 

current active set balanced. 
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b. The addition of the clipping vector should reduce the value of the peak magnitude until 
it reaches the magnitude of a signal sample that was previously outside the active set. 

Both conditions can be easily met if we design the vector r(i) in two stages: first, we obtain a 
vector q(i) as a suitable combination of non-ideal impulses of the form (17) that satisfies 
condition a) 

 
i

i i
u u

u U

β
∈

= ∑
( )

( ) ( ) q d  (36) 

and then, we compute a real number to scale vector q(i) until condition b) is met. Therefore, 
the final update equation for the signal vector is 

 i i i iμ+ = +( 1) ( ) ( ) ( ) s s q  (37) 

where μ(i) is a convenient step-size. 
A simple way to ensure that q(i) satisfies condition a) is to force its components at the 
locations of the peaks to be of unit magnitude and to have the opposite signs to the signal 
peaks in the current active set 

 
i i

i iu u
u i i

u

s sq u U
s A

= − = − ∈
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( ) ( ) ,

| |
 (38) 

because then, according to (35), (37) and (38): 
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So, taking into account (36) and (38), the set of coefficients i i
u u Uβ ∈( ) ( ){ , }  is obtained as the 

solution of a system of linear equations 
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where du,v is the vth component of vector du. 
Once the vector q(i) is computed, the step-size μ(i) is determined by forcing the new peak 
magnitude A(i+1) to be equal to the highest magnitude of the components of s(i+1) not in the 
current active set 

 
i

i i
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n U
A s+ +
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( )
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So, we can consider the possible samples to be included in the next active set i i
ns n U∈( ) ( ){ , }  

and associate a candidate positive step-size i i
n n Uμ > ∈( ) ( ){ 0, }  to each of them. According to 

(39) and (37), the candidates verify the conditions 

 i i i i i i
n n n nA s q n Uμ μ− = + ∈( ) ( ) ( ) ( ) ( ) ( ),  (42) 

so that we select as step-size the minimum of all the candidates 
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 { }i i i
n n Uμ μ= ∈( ) ( ) ( )min ,  (43) 

and its associated signal sample enters the new active set. This choice ensures that no other 
sample exceeds the magnitude of the samples in the current active set because we have the 
smallest possible reduction in the peak magnitude. 
Squaring (42) and rearranging terms, we find that i

nμ
( )  satisfies a quadratic equation with 

two real roots, so we choose for i
nμ
( )  the smallest positive root, given by (Erdogan, 2006) 
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with 
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where ℜ(⋅) denotes real part. The overall complexity of the active-set method can be 
alleviated if we reduce the number of possible samples to enter the active set, so that we 
need to compute only a small number of candidate step-sizes. For instance, in (Wang et al, 
2008) the authors propose a technique based on the prediction at the ith stage of a tentative 
step-size )(ˆ iμ , and so the candidate samples are only those that verify the condition 

 i i i i i i
n ns q A n Uμ μ+ > − ∈( ) ( ) ( ) ( ) ( ) ( )ˆ ˆ ,  (46) 

6. Experimental results 
The performance of the UR algorithm was tested by simulating the system of Fig. 2 under 
the conditions listed in Table 2 
 

Modulation QPSK 

Spreading codes Walsh-Hadamard 

Spreading factor (L) 32 

Data symbols per user in a frame (M) 4 

Number of subcarriers (N) 128 

Oversampling factor (Q) 4 

Table 2. Simulation parameters 
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The transformation of the signal in the time-domain induced by the UR method is illustrated 
in Fig.5, which depicts the amplitude of the signal to be transmitted for an MC-CDMA 
system with only one active user. It can be seen that the value of the peak is substantially 
reduced with respect to the original signal, and it is also evident from Fig. 3 that the ℓ∞ norm 
minimization performed by algorithm (12) forces, in this case, the resulting signal vector to 
have a characteristic pattern of “equalized” maximum amplitude values. 
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 (a) (b) 
Fig. 5. Examples of amplitude envelopes in MC-CDMA. (a) Original. (b) With peak values 
reduced via UR 
For comparison purposes, Fig. 6 represents the estimated CCDF of the PAPR, as defined in 
(4) and (5), obtained under two different conditions for the system load: 8 and 24 active 
users, respectively. The KA=8 case represents a “low load” situation (for only 25% of the 
maximum number of users are active), whereas a system with KA=24 (75% of the maximum) 
can be considered as highly loaded. In both cases, we have compared the PAPR of the 
transmitted signal in the original MC-CDMA system with that obtained when the UR 
method is applied, using either the exact optimization (11) or the suboptimal active-set 
approach. For the latter algorithm, we have employed in the clipping procedure, 
represented by (36) and (37), the approximate impulses given by (22). 
It is evident from Fig. 6 that, as it was expected, for an unmodified MC-CDMA system 
described by (3), the PAPR can become very high if the number of active users is small. 
Notice also that it is precisely in this case (KA=8) when the PAPR reduction provided by the 
UR method is most noticeable. That is because, as KA decreases, more inactive users are 
available and the dimensionality of vector aI in (7) increases, letting more degrees of 
freedom to the optimization procedure (11). 
We can also see from Fig. 6 that the active-set approach gets close to the optimal if a 
sufficient number of iterations are allowed. Notice that there is an upper bound for this 
parameter: the number of iterations cannot exceed the size of vector aI, because then the 
matrix involved in the linear system (40) becomes singular. 
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Fig. 6. CCDF of the PAPR under different MC-CDMA system loads. (a) Low load (8 active 
users). (b) High load (24 active users) 

7. Conclusions 
The UR scheme for the reduction of the PAPR of the signal transmitted in an MC-CDMA 
downlink is explored in this book chapter. This approach does not require any modification 
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at the receiver side, because it is based on the addition of the spreading codes of users that 
are inactive. The optimization procedure provides significant improvements in PAPR, 
especially when the number of active users is relatively low. 
The inherent complexity of the SOCP optimization involved in the method can be alleviated 
if we select only inactive users with WH codes that share the same periods as those of the 
active users in the system. For further computational savings, suboptimal procedures can be 
applied to reduce the PAPR; these are based on the idea of iteratively clipping the original 
signal in the time domain via the addition of impulse-like signals that are synthesized using 
the WH codes of inactive users. 
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1. Introduction 
Wireless communications are nowadays a dominant part of our lives: from domotics, 
through industrial applications and up to infomobility services. The key to the co-existence 
of wireless systems operating in closely located or even overlapping areas, is sharing of the 
spectral resource. The optimization of this resource is the main driving force behind the 
emerging changes in the policies for radio resources allocation. The current approach in 
spectrum usage specifies fixed frequency bands and transmission power limits for each 
radio transmitting system. This approach leads to a very low medium utilization factor for 
some frequency bands, caused by inefficient service allocation over vast geographical areas 
(radiomobile, radio and TV broadcasting, WiMAX) and also by the usage of large guard 
bands, obsolete now due to technological progress. 
A more flexible use of the spectral resource implies that the radio transceivers have the 
ability to monitor their radio environment and to adapt at specific transmission conditions. 
If this concept is supplemented with learning and decision capabilities, we refer to the 
Cognitive Radio (CR) paradigm. Some of the characteristics of a CR include localization, 
monitoring of the spectrum usage, frequency changing, transmission power control and, 
finally, the capacity of dynamically altering all these parameters (Haykin, 2005). This new 
cognitive approach is expected to have an important impact on the future regulations and 
spectrum policies. 

2. Cognitive radio techniques 
The dynamic access at the spectral resource is of extreme interest both for the scientific 
community as, considering the continuous request for wideband services, for the 
development of wireless technologies. From this point of view, a fundamental role is played 
by the Institute of Electrical and Electronic Engineers (IEEE) which in 2007 formed the 
Standards Coordinating Committee (SCC) 41 on Dynamic Spectrum Access Networks 
(DySPAN) having as main objective a standard for dynamic access wireless networks. Still 
within the IEEE frame, the 802.22 initiative defines a new WRAN (Wireless Regional Area 
Network) interface for wideband access based on cognitive radio techniques in the TV 
guard bands (the so-called “white spaces”).  



 Vehicular Technologies: Increasing Connectivity 

 

224 

Coupled with the advantages and flexibility of CR systems and technologies, there is an 
ever-growing interest around the world in exploiting CR-enabled communications in 
vehicular and transportation environments. The integration of CR devices and cognitive 
radio networks into vehicles and associated infrastructures can lead to intelligent 
interactions with the transportation system, among vehicles, and even among radios within 
vehicles. Thus, improvements can be achieved in radio resource management and energy 
efficiency, road traffic management, network management, vehicular diagnostics, road 
traffic awareness for applications such as route planning, mobile commerce, and much 
more. 
Still open within the framework of dynamic and distributed access to the radio resource are 
the methods for monitoring the radio environment (the so-called “spectrum sensing”) and 
the transceiver technology to be used on the radio channels.  
A CR system works on an opportunistic basis searching for unused frequency bands called 
“white spaces” within the radio frequency spectrum with the intent to operate invisibly and 
without disturbing the primary users (PU) holding a license for one or more frequency 
bands. Spectrum sensing, that is, the fast and reliable detection of the PU’s even in the 
presence of in-band noise, is still a very complex problem with a decisive impact on the 
functionalities and capabilities of the CRs. 
The spectrum sensing techniques can be classified in two types: local and cooperative 
(distributed). The local techniques are performed by single devices exploiting the spectrum 
occupancy information in their spatial neighborhood and can be divided into three 
categories (Budiarjo et al., 2008): "matched filter" (detection of pilot signals, preambles, etc.), 
"energy detection” (signal strength analysis) and “feature detection" (classification of signals 
according to their characteristics). Also, a combination of local techniques in a multi-stage 
design can be used to improve the sensing accuracy (Maleki et al., 2010). Nevertheless, the 
above-mentioned techniques are mostly inefficient for signals with reduced power or 
affected by phenomena typical for vehicular technology applications, such as shadowing 
and multi-path fading. To overcome such problems, cooperatives techniques can be used. 
Cooperative sensing is based on the aggregation of the spectrum data detected by multiple 
nodes using cognitive convergence algorithms in order to avoid the channel impairment 
problems that can lead to false detections. 

2.1 Spectrum sensing techniques 
Matched filter 
The optimal way for any signal detection is a matched filter, since it maximizes received 
signal-to-noise ratio. However, a matched filter effectively requires demodulation of a 
primary user signal. This means that cognitive radio has a priori knowledge of primary user 
signal at both PHY and MAC layers, e.g. modulation type and order, pulse shaping, packet 
format.  Most of the wireless technologies in operation include the transmission of some sort 
of pilot sequence, to allow channel estimation, to beacon its presence to other terminals and 
to give a synchronization reference for subsequent messages. Secondary systems therefore 
can exploit pilot signals in order to detect the presence of transmissions of primary systems 
in their vicinity. 
For example: TV signals have narrowband pilot for audio and video carriers, CDMA 
systems have dedicated spreading codes for pilot and synchronization channels OFDM 
packets have preambles for packet acquisition.  
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If X[n] is completely known to the receiver then the optimal detector for this case is  

 
N 1

H1
H0

n 0
T(Y) Y[n]X[n] γ

−
<
>

=

= ∑ . (1) 

If γ is the detection threshold, then the number of samples required for optimal detection is  

 1 1 2 1 1N [Q ( P Q ( P )] (SNR) O(SNR)D FD
− − − −= − = , (2) 

where PD and PFD are the probabilities of detection and false detection respectively.  
Hence, the main advantage of matched filter is that due to coherency it requires less time to 
achieve high processing gain since only O(SNR)-1 samples are needed to meet a given 
probability of detection constraint. However, a significant drawback of a matched filter is 
that a cognitive radio would need a dedicated receiver for every primary user class.  

Energy detector 
One approach to simplify matched filtering approach is to perform non-coherent detection 
through energy detection. This sub-optimal technique has been extensively used in 
radiometry. An energy detector can be implemented similar to a spectrum analyzer by 
averaging frequency bins of a Fast Fourier Transform (FFT), as outlined in figure 1. 
Processing gain is proportional to FFT size N and observation/averaging time T. Increasing 
N improves frequency resolution which helps narrowband signal detection. Also, longer 
averaging time reduces the noise power thus improves SNR.  
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Fig. 1. Block diagram of a matched filter detector 
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Based on the above formula, due to non-coherent processing O(SNR)-2 samples are required 
to meet a probability of detection constraint. There are several drawbacks of energy 
detectors that might diminish their simplicity in implementation. First, a threshold used for 
primary user detection is highly susceptible to unknown or changing noise levels. Even if 
the threshold would be set adaptively, presence of any in-band interference would confuse 
the energy detector. Furthermore, in frequency selective fading it is not clear how to set the 
threshold with respect to channel notches. Second, energy detector does not differentiate 
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between modulated signals, noise and interference. Since it cannot recognize the 
interference, it cannot benefit from adaptive signal processing for canceling the interferer. 
Furthermore, spectrum policy for using the band is constrained only to primary users, so a 
cognitive user should treat noise and other secondary users differently. Lastly, an energy 
detector does not work for spread spectrum signals: direct sequence and frequency hopping 
signals, for which more sophisticated signal processing algorithms need to be devised 
(Cabric et al., 2004).  

Cyclostationary feature detector 
Another method for the detection of primary signals is Cyclostationary Feature Detection in 
which modulated signals are coupled with sine wave carriers, pulse trains, repeated 
spreading, hopping sequences, or cyclic prefixes. This results in built-in periodicity. These 
modulated signals are characterized as cyclostationary because their mean and 
autocorrelation exhibit periodicity. This periodicity is introduced in the signal format at the 
receiver so as to exploit it for parameter estimation such as carrier phase, timing or direction 
of arrival. These features are detected by analyzing a spectral correlation function. The main 
advantage of this function is that it differentiates the noise from the modulated signal 
energy. This is due to the fact that noise is a wide-sense stationary signal with no correlation 
however. Modulated signals are cyclostationary due to embedded redundancy of signal 
periodicity. 
Analogous to autocorrelation function spectral correlation function (SCF) can be defined as: 

 
t / 2

*
x t

t / 2

1 1S ( f ) lim lim X (t , f / 2)X (t , f / 2)dt
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with the finite time Fourier transform given by 
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Spectral correlation function is also known as cyclic spectrum. While power spectral density 
(PSD) is a real valued one-dimensional transform, SCF is a complex valued two-dimensional 
transform. The parameter α is called the cycle frequency. If α = 0 then SCF gives the PSD of 
the signal.  
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Fig. 2. Block diagram of a cyclostationary feature detector 
Because of the inherent spectral redundancy signal selectivity becomes possible. Analysis of 
signal in this domain retains its phase and frequency information related to timing 
parameters of modulated signals. Due to this, overlapping features in power spectral 
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density are non-overlapping features in cyclic spectrum. Hence different types of modulated 
signals that have identical power spectral density can have different cyclic spectrum.  
Implementation of a spectrum correlation function for cyclostationary feature detection is 
depicted in figure 2. It can be designed as augmentation of the energy detector from figure 1 
with a single correlator block. Detected features are number of signals, their modulation 
types, symbol rates and presence of interferers. Table 1 presents examples of the cyclic 
frequencies adequate for the most common types of radio signals (Chang, 2006). 
The cyclostationary detectors work in two stages. In the first stage the signal x(k), that is 
transmitted over channel h(k), has to be detected in presence of AWGN n(k). In the second 
stage, the received cyclic power spectrum is measured at specific cycle frequencies. The 
signal Sj is declared to be present if a spectral component is detected at corresponding cycle 
frequencies αj. 

 xS ( f )

0
n

2 0 0
s n

* α
s

S (f), α 0,signal  absent

H(f) S (f) S (f), α 0,signal  present
0, α 0, signal  absent

α αH(f )H (f )S (f), α 0, signal  present
2 2

α

⎧ =
⎪

+ =⎪⎪= ⎨ ≠
⎪
⎪ + − ≠⎪⎩

 (7) 

The advantages of the cyclostationary feature detection are robustness to noise, better 
detector performance even in low SNR regions, signal classification ability and operation 
flexibility because it can be used as an energy detector in α = 0 mode. The disadvantage is a 
more complex processing than energy detection and therefore high speed sensing cannot be 
achieved. The method cannot be applied for unknown signals because an a priori 
knowledge of target signal characteristics is needed. Finally, at one time, only one signal can 
be detected: for multiple signal detection, multiple detectors have to be implemented or 
slow detection has to be allowed. 
 
Type of Signal Cyclic Frequencies 

Analog Television Cyclic frequencies at multiples of the TV-
signal horizontal line-scan rate 

AM signal: 0 0( ) ( )cos(2 )x t a t f tπ φ= +  02 f±  

PM and FM signal: 0( ) cos(2 ( ))x t f t tπ φ= +  02 f±  
Amplitude-Shift Keying: 

0 0 0 0( ) [ ( )]cos(2 )n
n

x t a p t nT t f tπ φ
∞

=−∞

= − − +∑  
 

0/ ( 0)k T k ≠ and 0 02 / , 0, 1, 2,f k T k± + = ± ± …  

Phase-Shift Keying: 

0 0 0( ) cos[2 ( )].n
n

x t f t a p t nT tπ
∞

=−∞

= + − −∑  
For QPSK, 0/ ( 0)k T k ≠ , and for BPSK 

0/ ( 0)k T k ≠  and  0 02 / , 0, 1, 2,f k T k± + = ± ± …  

Table 1. List of cyclic frequencies for various signal types 
Besides cyclostationarity, other features of the received signals can be used for detecting the 
type of signal. One example is the classification of QPSK, 16QAM and 64QAM constellations 
based on normalized fourth and sixth-order cumulants (Swami et al., 2000). The cumulants are 
used as features for discriminating different classes of modulation schemes and are calculated 
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based on the coefficients of the fast Fourier transform. Cumulants are very robust in the 
presence of Gaussian Noise (higher order cumulants of Gaussian Noise are equal to zero). 
When using the Wavelet Transform, the classification of MPSK and MQAM modulations can 
be done using the normalized histogram of the wavelet coefficients (Prakasam et al., 2008). 
Wavelet packets – subband analysis 
Within the energy detection method, a particular attention needs to be paid to the properties 
of the packets wavelet transformation for subband analysis, which, according to the 
literature, seems to be a feasible alternative to the classical FFT-based energy detection. 
Vehicular applications are in most cases characterized by the need of coping with fast 
changes in the radio environment, which lead, in this specific case of cognitive 
communication, to constrains in terms of short execution time of the spectrum sensing 
operations. From this point of view, the computational complexity of the wavelet packets 
method is of the same order of the state-of-the-art FFT algorithms, but the number of 
mathematical operations is lower using IIR polyphase filters (Murroni et al., 2010).  
To define the wavelet packet basis functions we refer to wavelet multiresolution analysis 
(WMRA). Let [ ]0g n  be a unit-energy real causal FIR filter of length which is orthogonal to 
its even translates; i.e., [ ] [ ] [ ]0 0 2

n
g n g n m mδ− =∑ , where [ ]mδ  is the Kroneker delta, and 

let   be the (conjugate) quadrature mirror filter (QMF), [ ] ( ) [ ]1 01 1ng n g N n= − − − . If [ ]0g n  
satisfies some mild technical conditions, we can use an iterative algorithm to find the 
function ( ) [ ] ( )01 0 01 02 2

n
t g n t nTφ φ= −∑ for an arbitrary interval 0T . Subsequently, we can 

define the family of functions lmφ , 0l ≥ , 1 2lm≤ ≤ in the following (binary) tree-structured 
manner: 
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t g n t nT

φ φ

φ φ
+ −

+

⎧ = −⎪
⎨

= −⎪⎩

∑
∑
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where 02l
lT T= . For any given tree structure, the function at the leafs of the tree form a 

wavelet packet. 
Wavelet packets have a finite duration, ( )1 lN T−  and are self- and mutually-orthogonal at 
integer multiples of dyadic intervals. Therefore, they are suitable for subband analysis: a 
generic signal ( )x t  can be then decomposed on the wavelet packet basis and represented as 
a collection of coefficients belonging to orthogonal subbands. Therefore, the total power of 

( )x t can be evaluated as sum of the contributes of each subband which can be separately 
computed in the wavelet domain. Let kS  be the k-th subband; if we denote by { },k ic  the 
wavelet coefficients of kS , the power contribute of kS  is  

 2
,

2
( 1)

l

k k i
il

P c
N T

=
− ∑ . (9) 

Figure 3 shows an example of a binary tree decomposition (Fig.3a) and the relevant 
symbolic subband structure (Fig.3b). It is noticeable how for 1l >  (i.e., packet composed by 
more than 4 leafs) in the frequency Fourier domain the wavelet packets are not ordered as in 
the corresponding tree.  
A drawback to WMRA as described so far is the higher computational complexity compared 
to classical Fourier subband analysis. Computational burden is reduced by deploying IIR 
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polyphase filter banks. It is shown that, whereas the computational complexity of the 
WMRA based on IIR polyphase filters is of the same order of the state-of-the-art FFT 
algorithms, the number of mathematical operations is lower. Hence, the wavelet subband 
division and power calculation is a valid candidate for being used as an alternative to the 
classic FFT-based energy detection It is therefore suitable for environments where 
computation time is critical, as the vehicular technology applications are. 
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Fig. 3. (a) Wavelet tree structure (b) Corresponding symbolic subband structure 
Combined two-stage detection 
Since cyclostationary feature detection is somehow complementary to the energy detection, 
performing better for narrow bands, a combined approach is suggested in (Maleki et al., 
2010), using energy detection for wideband sensing and then, for each detected single 
channel, a feature detection is applied in order to make the final decision whether the 
channel is occupied or not. First, a coarse energy detection stage is performed over a wider 
frequency band. Subsequently the presumed free channels are analyzed with the feature 
detector in order to take the decision. 
We investigated in (Murroni et al., 2010) this combined 2-stage spectrum sensing method for 
a Wavelet approach, using the wavelet packet transform and the resulting coefficients both 
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for energy detection as for feature detection. Our research took into consideration a range of 
frequencies particularly interesting for Vehicular Technologies approaches, the DVB-T 
channels. 
DWPT analysis divides the sensed frequency range into 32 sub-bands in order to contain the 
all DVB-T channels. The matching process is performed taking into account the known 
discrepancy between the TV channels order in the Fourier domain and the corresponding 
sub-bands order in the wavelet domain. 
Based on the calculated sub-band power, one or more channels are marked as “white” and 
can be directly used further by a cognitive transmission system. The list of channels whose 
signal powers are above a certain threshold is passed to the second stage of the system 
where a sequential analysis of each of these channels is performed.  
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Fig. 4. Flowchart of an application scenario for a two-stage spectrum-sensing scheme in the 
DVB-T UHF band 
The sub-band power computed in the first step is used as a factor to appropriately adjust the 
values for the thresholds, proportionally with the signal’s intensity. Consequently we can 
compare the corresponding first and second order moments of the normalized histogram in 
order to distinguish whether the signal is a PU’s signal, hence a DVB-T signal with a 
standard modulation, or not (Figure 4). 
If the channel is identified as being occupied by a PU, the corresponding channel is 
definitively marked as “black”, meaning it is undoubtedly used by PUs and therefore not 
suitable for transmission. If the statistical analysis fails to identify a DVB-T type signal, we 
can categorize the channel as being “grey”, which in our scenario means that there is no PU 
transmitting, but still the channel is occupied, most probably by another SU. Therefore, the 
channel is not completely discarded, being a potential candidate to be analyzed again after a 
certain amount of time in order to be re-evaluated and eventually included in the white list. 

2.2 Cooperative issues 
Detection of primary user by the secondary system is critical in a cognitive radio 
environment. However this is rendered difficult due to the challenges in accurate and 
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reliable sensing of the wireless environment. Secondary users might experience losses in the 
signal which can result in an incorrect judgment of the wireless environment, which can in 
turn cause interference at the licensed primary user by the secondary transmission. 
Furthermore, the issues with signal quality are aggravated when secondary users rapidly 
change location, as it is the case for specific vehicular technology applications. Briefly, as 
shown in figure 5, unreliable results can be produced based on the following phenomena: 
- Multipath: a sensor CR1 under multipath receiving conditions features short term 

Rayleigh fading. The fluctuations of the power level may cause unreliable detection. 
- Shadowing: a sensor CR2 may move behind an obstacle, exhibiting lognormal long 

term fading. Its covered position may create disturbance for a PRx in its proximity 
(hidden terminal problem). 

- Distance-dependent path loss: a sensor CR3 lies outside the primary transmission 
range. It receives a low power level due to the distance, but its transmission can 
produce interference to the primary receiver, which is inside the primary range. 

 

Primary Transmitter (PTx)
Cognitive Radio (CR)
Solid obstacle

Primary
range

CR1

CR2

PTx
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Fig. 5. Layout of a network with moving terminals 
This arises the necessity for the cognitive radio to be highly robust to channel impairments 
and also to be able to detect extremely low power signals. These stringent requirements 
pose a lot of challenges for the deployment of CR networks.  
Channel impairments and low power detection problems in CR can be alleviated if multiple 
CR users cooperate in sensing the channel. (Thanayankizil & Kailas, 2008) suggest different 
cooperative topologies that can be broadly classified into three regimes according to their 
level of cooperation: 
Decentralized Uncoordinated Techniques: the cognitive users in the network don’t have 
any kind of cooperation which means that each CR user will independently detect the 
channel, and if a CR user detects the primary user it would vacate the channel without 
informing the other users. Uncoordinated techniques are fallible in comparison with 
coordinated techniques. Therefore, CR users that experience bad channel realizations 
(shadowed regions) detect the channel incorrectly thereby causing interference at the 
primary receiver. 
Centralized Coordinated Techniques: in these kinds of networks, an infrastructure 
deployment is assumed for the CR users. CR user that detects the presence of a primary 
transmitter or receiver informs a CR controller. The CR controller can be a wired immobile 
device or another CR user. The CR controller notifies all the CR users in its range by means 
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of a broadcast control message. Centralized schemes can be further classified according to 
their level of cooperation into  
- Partially Cooperative: in partially cooperative networks nodes cooperate only in 

sensing the channel. CR users independently detect the channel inform the CR 
controller which then notifies all the CR users. One such partially cooperative scheme 
was considered by (Liu & Shankar, 2006) where a centralized Access Point (CR 
controller) collected the sensory information from the CR users in its range and 
allocated spectrum accordingly;  

- Totally Cooperative Schemes: in totally cooperative networks nodes cooperate in 
relaying each other’s information in addition to cooperatively sensing the channel. For 
example, two cognitive users D1 and D2 are assumed to be transmitting to a common 
receiver and in the first half of the time slot assigned to D1, D1 transmits and in the 
second half D2 relays D1’s transmission. Similarly, in the first half of the second time 
slot assigned to D2, D2 transmits its information and in the second half D1 relays it. 

Decentralized Coordinated Techniques: various algorithms have been proposed for the 
decentralized techniques, among which the gossiping algorithms, which do cooperative 
sensing with a significantly lower overhead. Other decentralized techniques rely on clustering 
schemes where cognitive users form in to clusters and these clusters coordinate amongst 
themselves, similar to other already known sensor network architecture (i.e. ZigBee).  
All these techniques for cooperative spectrum sensing raise the need for a control channel 
that can be either implemented as a dedicated frequency channel or as an underlay UWB 
channel. Wideband RF front-end tuners/filters can be shared between the UWB control 
channel and normal cognitive radio reception/transmission. Furthermore, with multiple 
cognitive radio groups active simultaneously, the control channel bandwidth needs to be 
shared. With a dedicated frequency band, a CSMA scheme may be desirable. For a spread 
spectrum UWB control channel, different spreading sequencing could be allocated to 
different groups of users. 

2.3 Transmission techniques 
In a CR environment, terminals are assumed to be able to detect any unoccupied frequencies 
and to estimate the strength of the received signal of nearby primary users by spectrum 
sensing, as presented in the previous section. Once a CR user detects free frequency 
spectrum within the licensed frequency range, he may negotiate with the primary system, or 
begin data transmission without extra permission, depending on the CR system structure. If 
any primary users become active in the same frequency band later on, the CR user has to 
clear this band as soon as possible, giving priority to the primary users. Also, CR users 
should quit their communication if the estimated SNR levels of the primary users are below 
an acceptable level. When a CR user operates in a channel adjacent to any active primary 
users’ spectrums, ACI (adjacent channel interference) occurs between the two parties. 
However, the performance of the primary system should be maintained, whether spectrum 
sharing is allowed or not. We assume that a minimum SNR requirement is predefined for 
the primary system so that the maximum allowable ACI at each location can be evaluated 
by the CR user. The CR user can then determine whether he may use the frequency band or 
not. At the same time, the CR user needs to avoid the influence of interference from primary 
users in order to maximize its own data throughput. 
Other properties of his type of radio are the ability to operate at variable symbol rates, 
modulation formats (e.g. low to high order QAM), different channel coding schemes, power 
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levels and the use of multiple antennas for interference nulling, capacity increase or range 
extension (beam forming).  
The most likely basic strategy will be based on multicarrier OFDM-like modulation across 
the entire bandwidth in order to most easily resolve the frequency dimension with 
subsequent spatial and temporal processing. 
OFDM Modulation 
OFDM has become the modulation of choice in many broadband systems due to its inherent 
multiple access mechanism and simplicity in channel equalization, plus benefits of 
frequency diversity and coding. The transmitted OFDM waveform is generated by applying 
an inverse fast Fourier transform (IFFT) on a vector of data, where number of points N 
determines the number of sub-carriers for independent channel use, and minimum 
resolution channel bandwidth is determined by W/N, where W is the entire frequency band 
accessible by any cognitive user. 
The frequency domain characteristics of the transmitted signal are determined by the 
assignment of non-zero data to IFFT inputs corresponding to sub-carriers to be used by a 
particular cognitive user. Similarly, the assignment of zeros corresponds to channels not 
permitted to use due to primary user presence or channels used by other cognitive users. 
The output of the IFFT processor contains N samples that are passed through a digital-to-
analog converter producing the wideband waveform of bandwidth W. A great advantage of 
this approach is that the entire wideband signal generation is performed in the digital 
domain, instead of multiple filters and synthesizers required for the signal processing in 
analog domain. 
From the cognitive network perspective, OFDM spectrum access is scalable while keeping 
users orthogonal and non-interfering, provided the synchronized channel access. However, 
this conventional OFDM scheme does not provide truly band-limited signals due to spectral 
leakage caused by sinc-pulse shaped transmission resulted from the IFFT operation. The 
slow decay of the sinc-pulse waveform, with first side lobe attenuated by only 13.6dB, 
produces interference to the adjacent band primary users which is proportional to the power 
allocated to the cognitive user on the corresponding adjacent sub-carrier. Therefore, a 
conventional OFDM access scheme is not an acceptable candidate for wideband cognitive 
radio transmission. 
To overcome these constraints (Rajbanshi et. al., 2006) suggest non-contiguous OFDM (NC-
OFDM) as an alternative, a schematic of an NC-OFDM transceiver being shown in figure 6. 
The transceiver splits a high data rate input, x(n), into N lower data rate streams. Unlike 
conventional OFDM, not all the sub carriers are active in order to avoid transmission 
unoccupied frequency bands. The remaining active sub carriers can either be modulated 
using M-ary phase shift keying (MPSK), as shown in the figure, or M-ary quadrature 
amplitude modulation (MQAM). The inverse fast Fourier transform (IFFT) is then used to 
transform these modulated sub carrier signals into the time domain. Prior to transmission, a 
guard interval, with a length greater than the channel delay spread, is added to each OFDM 
symbol using the cyclic prefix (CP) block in order to mitigate the effects of inter-symbol 
interference (ISI). Following the parallel-to-serial (P/S) conversion, the base band NC-
OFDM signal, s(n), is then passed through the transmitter radiofrequency (RF) chain, which 
amplifies the signal and upconverts it to the desired centre frequency. The receiver performs 
the reverse operation of the transmitter, mixing the RF signal to base band for processing, 
yielding the signal r(n). Then the signal is converted into parallel streams, the cyclic prefix is 
discarded, and the fast Fourier transform (FFT) is applied to transform the time domain data 
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into the frequency domain. After the distortion from the channel has been compensated via 
per sub carrier equalization, the data on the sub carriers is demodulated and multiplexed 
into a reconstructed version of the original high-speed input. 
 

 
Fig. 6. Schematic of an NC – OFDM transceiver 
NC-OFDM was evaluated and compared, both qualitatively and quantitatively with other 
candidate transmission technologies, such as MC-CDMA and the classic OFDM scheme. The 
results show that NC-OFDM is sufficiently agile to avoid spectrum occupied by incumbent 
user transmissions, while not sacrificing its error robustness. 
Wavelet packet transmission method 
In the last 10 years another multicarrier transmission technique has emerged as a valid 
alternative to OFDM and its modified versions. 
The theoretical background relies on the synthesis of the discrete wavelet packet transform 
that constructs a signal as the sum of M = 2J waveforms. Those waveforms can be built by J 
successive iterations each consisting of filtering and upsampling operations. Noting ,⋅ ⋅  the 
convolution operation, the algorithm can be written as: 
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where j is the iteration index, 1 ≤ j ≤ J and m the waveform index 0 ≤ m ≤ M − 1. 
Using usual notation in discrete signal processing, [ ], / 2j m kϕ denotes the upsampled-by-two 
version of [ ],j m kϕ . For the decomposition, the reverse operations are performed, leading to 
the complementary set of elementary blocks constituting the wavelet packet transform 
depicted in Figure 7. In orthogonal wavelet systems, the scaling filter rec

loh  and dilatation 
filter rec

hih  form a quadrature mirror filter pair. Hence knowledge of the scaling filter and 



Cognitive Radio Communications for Vehicular Technology – Wavelet Applications 

 

235 

wavelet tree depth is sufficient to design the wavelet transform. It is also interesting to 
notice that for orthogonal WPT, the inverse transform (analysis) makes use of waveforms 
that are time-reversed versions of the forward ones. In communication theory, this is 
equivalent to using a matched filter to detect the original transmitted waveform. 
 

 
Fig. 7. Wavelet packet elementary block decomposition and reconstruction 

A particularity of the waveforms constructed through the WPT is that they are longer than 
the transform size. Hence, WPM belongs to the family of overlapped transforms, the 
beginning of a new symbol being transmitted before the previous one(s) ends. The 
waveforms being M-shift orthogonal, the inter-symbol orthogonality is maintained despite 
this overlap of consecutive symbols. This allows taking advantage of increased frequency 
domain localization provided by longer waveforms while avoiding system capacity loss that 
normally results from time domain spreading. The waveforms length can be derived from a 
detailed analysis of the tree algorithm. Explicitly, the wavelet filter of length L0 generates M 
waveforms of length 
The construction of a wavelet packet basis is entirely defined by the wavelet-scaling filter, 
hence its selection is critical. This filter solely determines the specific characteristics of the 
transform. In multicarrier systems, the primary characteristic of the waveform composing the 
multiplex signal is out-of-band energy. Though in an AWGN channel this level of out-of-band 
energy has no effect on the system performance thanks to the orthogonality condition, this is 
the most important source of interference when propagation through the channel causes the 
orthogonality of the transmitted signal to be lost. A waveform with higher frequency domain 
localization can be obtained with longer time support. On the other hand, it is interesting to 
use waveforms of short duration to ensure that the symbol duration is far shorter than the 
channel coherence time. Similarly, short waveforms require less memory, limit the 
modulation-demodulation delay and require less computation. Those two requirements, 
corresponding to good localization both in time and frequency domain, cannot be chosen 
independently. In fact, it has been shown that in the case of wavelets, the bandwidth-duration 
product is constant. This is usually referred to as the uncertainty principle. 
Finally, a minor difference between OFDM and WPM remains to be emphasized. In the 
former, the set of waveforms is by nature defined in the complex domain. WPM, on the 
other hand, is generally defined in the real domain but can be also defined in the complex 
domain, solely depending of the scaling and dilatation filter coefficients. Since the most 
commonly encountered WPT are defined in the real domain, it has naturally led the authors 
to use PAM. It is nevertheless possible to translate the M real waveform directly in the 
complex domain. The resulting complex WPT is then composed of 2M waveforms forming 
an orthogonal set. 
In WPDM binary messages [ ]lmx n  have polar representation (i.e., [ ] 1lmx n = ± ), waveform 
coded by pulse amplitude modulation (PAM) of ( )lm lt nTφ −  and then added together to 
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form the composite signal ( )s t . WPDM can be implemented using a transmultiplexer and a 
single modulator. For a two level decomposition 

 [ ]01 01 0( ) ( )
k

s t x k t kTφ= −∑ , (12) 

where [ ]01 ( , )
[ 2 ]l

lml m n
x k f k n

∈Γ
= −∑ ∑ , with Γ  being the set of terminal index pairs and  

[ ]lmf k the equivalent sequence filter from the ( , )l m th−  terminal to the root of the tree, 
which can be found recursively from (8). The original message can be recovered from [ ]01x k  
using 
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Fig. 8. Transmitter and receiver for a two-level WPDM system 
Adaptive modulation 
Adaptive modulation is only appropriate for duplex communication between two or more 
stations because the transmission parameters have to be adapted using some form of a two-
way transmission in order to allow channel measurements and signaling to take place. 
Transmission parameter adaptation is a response of the transmitter to the time-varying 
channel conditions. In order to efficiently react to the changes in channel quality, the 
following steps need to be taken: 
- Channel quality estimation:  to appropriately select the transmission parameters to be 

employed for the next transmission, a reliable estimation of the channel transfer 
function during the next active transmission slot is necessary. This is done at the 
receiver and the information about the channel quality is sent to the transmitter for next 
transmission through a feedback channel. 

- Choice of the appropriate parameters for the next transmission: based on the prediction 
of the channel conditions for the next time slot, the transmitter has to select the 
appropriate modulation modes for the sub-carriers. 

- Signaling or blind detection of the employed parameters: the receiver has to be 
informed, as to which demodulator parameters to employ for the received packet. 

In a scenario where channel conditions fluctuate dynamically, systems based on fixed 
modulation schemes do not perform well, as they cannot take into account the difference in 
channel conditions. In such a situation, a system that adapts to the worst-case scenario 
would have to be built to offer an acceptable bit-error rate. To achieve a robust and a 
spectrally efficient communication over multi-path fading channels, adaptive modulation is 
used, which adapts the transmission scheme to the current channel characteristics. Taking 
advantage of the time-varying nature of the wireless channels, adaptive modulation based 
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systems alter transmission parameters like power, data rate, coding, and modulation 
schemes, or any combination of these in accordance with the state of the channel. If the 
channel can be estimated properly, the transmitter can be easily made to adapt to the 
current channel conditions by altering the modulation schemes while maintaining a 
constant BER. This can be typically done by estimating the channel at the receiver and 
transmitting this estimate back to the transmitter. Thus, with adaptive modulation, high 
spectral efficiency can be attained at a given BER in good channel conditions, while a 
reduction in the throughput is experienced in degrading channel conditions. The basic block 
diagram of an adaptive modulation based cognitive radio system is shown in figure 9. The 
block diagram provides a detail view of the whole adaptive modulation system with all the 
necessary feedback paths. 
It is assumed that the transmitter has a perfect knowledge of the channel and the channel 
estimator at the receiver is error-free and there is no time delay. The receiver uses coherent 
detection methods to detect signal envelopes. The adaptive modulation, M-ary PSK, M-
QAM, and M-ary AM schemes with different modes are provided at the transmitter. With 
the assumption that the estimation of the channel is perfect, for each transmission, the mode 
is adjusted to maximize the data throughput under average BER constraint, based on the 
instantaneous channel SNR. Based on the perfect knowledge about the channel state 
information (CSI), at all instants of time, the modes are adjusted to maximize the data 
throughput under average BER constraint. 
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Fig. 9. Basic block diagram of an adaptive modulation - based cognitive radio system 

The data stream, b(t) is modulated using a modulation scheme given by ( )kP γ , the 
probability of selecting kth modulation mode from K possible modulation schemes 
available at the transmitter, which is a function of the estimated SNR of the channel. Here, 
h(t) is the fading channel and w(t) is the AWGN channel. At the receiver, the signal can be 
modeled as: 

 y(t) = h(t) x(t) + w(t) (14) 

where y(t) is the received signal, h(t) is the fading channel impulse response, and w(t) is the 
Additive White Gaussian Noise (AWGN). The estimated current channel information is 
returned to the transmitter to decide the next modulation scheme. The channel state 
information ( )h t is also sent to the detection unit to get the detected stream of data, ( )b t . 
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3. Conclusion 
Our research investigates the use of the Wavelet transform and the Wavelet Packets for 
cognitive radio purposes. We are applying the wavelet approach both for spectrum sensing, 
as for adaptive multicarrier transmission, for offering a complete, wavelet-based solution for 
cognitive application applied on the problematic of vehicular communication (channel 
impairments, high relative velocity of the communication peers).  
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1. Introduction   
Recently a spectral scarcity has arisen as a serious problem, because current static frequency 
allocation schemes cannot further accommodate an increasing number of devices requesting 
higher data rate. Therefore, CR (cognitive radio) technique has been considered as a 
potential solution to improve spectrum utilization by sharing the spectrum. In this chapter, 
the main concept of CR was introduced. 

1.1 Motivation 
The demand for higher data rates is increasing as a result of the transition from voice 
communications to multimedia applications such as video streaming service, photo mail, 
and DMB (Digital Multimedia Broadcasting: both satellite or terrestrial type employed in 
Korea). Generally, wide bandwidth is required to achieve high data rate properly. As you 
know, most of popular radio spectrums are already assigned. Additional spectrum is not 
enough to be assigned for new application service. The other problem is that spectrum 
utilization less than 3GHz concentrates only in several frequency bands, while the majority 
of frequency bands are inefficiently utilized. According to the FCC's (Federal 
Communications Commission) report by spectrum policy task force, the usage of allocated 
spectrum varied around 15% to 85% depending on temporal and geographic situations. 
Therefore, the new paradigm of using spectrum more efficiently has urged to create a new 
wireless communication technology. 

1.2 Overview of cognitive radio 
IEEE 802.22 based WRAN (wireless regional area network) devices sense TV channels and 
identifies opportunities for transmission. Figure 1-1 shows example of deployment for IEEE 
802.22 WRAN. Recently, IEEE 802.22 standards have included cognitive features for the first 
time. We may say the trend is targeting at this direction, even though it is difficult to expect 
a wireless standard which is based on wideband spectrum sensing and opportunistic 
exploitation of the spectrum. 
In CR terminology (I. Mitola, J. & J. Maguire, 1999), primary or incumbent user can be 
defined as the users who have higher priority rights on the usage of a specific part of the 
spectrum. On the other hand, secondary users with lower priority exploit this spectrum in 
such away that they do not cause interference to primary users and other secondary users. 
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Fig. 1-1. IEEE 802.22 WRAN Deployment Scenario  

 
 

 
Fig. 1-2. Spectrum Hole Classification (Ian F Akyildiz et al) 

In Figure 1-2, spectrum hole can be classified as a black space, white space and gray space. 
In the white space, there is no interference except noise for the frequency. The Gray space 
indicated that this spectrum is partially used under acceptable interference. The black space 
is occupied by incumbent user. The CR technique is aiming at usage of unoccupied 
spectrum such as the white space or the gray space by adopting the concept of dynamic and 
autonomous spectrum management, while ensuring the right of privileged primary users. 



Multiple Antenna-Aided Spectrum Sensing Using Energy Detectors for Cognitive Radio 

 

241 

Therefore, the secondary users should monitor licensed bands and transmit their signals 
opportunistically whenever no primary signal is detected.  
Main functionalities of the CR concept are supported by the ability to measure, sense, learn, 
and be aware of the parameters related to the radio channel characteristics, the availability 
of spectrum and power, radio’s operating environment, user requirements and 
applications, available networks (infrastructures) and nodes, local policies, and the other 
operating restrictions .  
In this chapter, we focus on the spectrum sensing scheme which is the most crucial part to 
make the CR functionality realized. In Chapter 2, we explain the applicable spectrum 
sensing methods as well as the cooperative sensing concept. The proposed sensing method 
was introduced in Chapter 3. Various sensing performances are represented and compared 
in Chapter 4. Finally, our conclusions were given in Chapter 5. 

2. Various spectrum sensing methods 
In order to protect the primary user from the secondary users, the spectrum sensing is a key 
function to decide whether frequency band is empty or not. Generally, various methods 
such as matched filter detection, cyclostationary feature detection and energy detection have 
been categorized for the spectrum sensing. In this chapter, we will briefly review several 
spectrum sensing methods and derive analytical performance of energy detector under 
AWGN channel environment case. 

2.1 Matched filter detection 
Matched-filtering is known as the optimum method for detection of the primary users, 
when the transmitted signal is known. (J. G. Proakis, 2001) The main advantage of the 
matched filtering is that it takes short time to achieve the spectrum sensing under a certain 
value of the probability of false alarm or the probability of misdetection, compared to the 
other methods (R. Tandra & A. Sahai, 2005).  However, the matched-filtering requires the 
perfect knowledge of the primary users' signaling features such as bandwidth, operating 
frequency, modulation type and order, pulse shaping, and frame format. Moreover, the 
implementation complexity of sensing unit is impracticably large since the CR needs 
receivers for all signal types (D. Cabric et al., 2004). Another disadvantage of the match 
filtering is large power consumption, because various receiver algorithms need to be 
executed for detection.  

2.2 Cyclostationary feature detection 
 

 
Fig. 2-1. The Structure of Cyclostationary Feature Detector 
In the Figure 2-1, cyclostationary features are caused by the periodicity in the signal or its 
statistics such as mean and autocorrelation or they can be intentionally induced to assist 
spectrum sensing(O. A. Dobre, et al., 2008), (Mahapatra R & Krusheel, M, 2008). The 
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cyclostationarity-based detection algorithms can differentiate noise from the primary user’ 
signals. This is coming from the fact that the noise is WSS(wide-sense stationary) with no 
correlation while modulated signals are cyclostationary with spectral correlation due to the 
redundancy of signal periodicities. Furthermore, the cyclostationarity can be used to 
distinguish among different types of transmissions. CSD(Cyclic Spectral Density) function 
of a received signal Eq. (1) can be calculated as follow. (U. Gardner, WA ,1991) 

 j f
ys f R e π τα

τ
α τ

∞
−

=−∞

= ∑ 2( , ) ( )  (1) 

 j n
yR E y n y n e π αα τ τ τ∗= + − 2( ) [ ( ) ( ) ]   (2) 

where yRα τ( )  in Eq. (2) is the CAF(Cyclic Autocorrelation Function) and is the cyclic 
frequency. The CSD function outputs peak values when the cyclic frequency is equal to the 
fundamental frequencies of transmitted signal x(n). The cyclic frequencies can be assumed 
to be known (M. Ghozzi,  et al., 2006).  

2.3 Energy detector 
 

 

 
Fig. 2-2. The Structure of Energy Detector 

The Figure 2-2 shows the block diagram of a conventional energy detector; the received 
signal is passed through the BPF(band-pass filter), squared, integrated during the required 
time, and then compared to a threshold which depends on the noise floor (H. Urkowitz, 
1967). In practice, the threshold is chosen to fulfill a certain false alarm rate (D. Cabric et al., 
2004). The energy detection method is attractive because it is possible to be applied 
regardless of the primary signals type and it is quite simple to implement.  
Let us assume that the received signal has the following simple form . (H. Urkowitz, 1967) 

 
y t n t H
y t h t x t n t H

=⎧
⎨ = +⎩

0

1

( ) ( ),
( ) ( ) * ( ) ( ),

 (3) 

Where x(t) indicates the transmitted signal by the primary user, n(t) denotes the AWGN and 
h(t) denotes the amplitude of the channel impulse response. Output y(t) is the received 
signal from the secondary user. This is equivalent to distinguishing between the following 
two hypotheses (H0 or H1), its property is known as a central Chi-square distribution and a 
non-central Chi-square distribution, respectively . (H. Urkowitz, 1967) 
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where, 2m is degree of freedom, γ is signal-to-noise ratio (SNR), 2 γ  is non-centrality factor, 

m is product of time and bandwidth. mX2
2 is a Chi-square distribution and mX γ2

2 (2 ) is a non-
central Chi-square distribution its probability of density function known as follow (V. I. 
Kostylev, 2002). 
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Commonly, a detector has two types of error events. When channel is really vacant (H0), the 
detector can decide that the channel is occupied. The probability of this undesired event is 
the probability of a false alarm, denoted as PFA. When only noise is existing, the PFA of 
energy detector can be calculated exactly, refer to Eq. (6). PFA should be kept as small as 
possible in order to prevent under utilization of transmission opportunities. 

 FAP P y Hλ= > 0( )  (6) 
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Making a change of variables yu =
2

in Eq.(8) 
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where, uΓ ( ) gamma function defined in Eq. (11) and (M. Abramowitz and I. Stegun, 1970) 

 tut e dt
∞ −−∫ ( )1

0
 (11) 

and xΓ α( , )  is incomplete Gamma function upper bound in Eq. (12) 
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Meanwhile, the detector may decide that the channel is vacant when channel is actually 
occupied (H1). The probability of this undesired event is referred as the probability of 
misdetection, denoted as PMD. 

 MD DP P= −1        (13) 

And one minus the probability of misdetection is the probability of detection as PD. When 
only noise is existing, the PD of energy detector can be calculated exactly, refer to Eq. (14) 

 DP P y Hλ= > 1( )        (14) 
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Change non-centrality parameter corresponds to u mγ=  in Eq. (15) 
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Change variables z y=  in Eq. (16) 
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where, mQ a b( , ) is generalized Marcum Q-function, defined as Eq. (19), and modified Bessel 
function of the first kind of m-1 order is Eq. (20) ∼ (21). Refer to (A. H. Nuttall, 1975) 
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By far, we derived two closed form for probability of detection and misdetection of energy 
detector under AWGN.  
Some of the challenges with energy detector based sensing include selection of the threshold 
for detecting primary users, inability to differentiate interference from primary users and 
noise and poor performance under low SNR values. The performance of the energy 
detection is easily influenced by channel fading, shadowing and interferences (V. I. 
Kostylev, 2002). As mentioned before, the threshold used in energy detector based sensing 
algorithms depends on the noise variance. Consequently, a small noise power estimation 
error causes significant performance loss( A. Sahai et al., 2004). In the following section 2.4, 
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we discussed cooperative sensing approach to improve sensing reliability. (Amir Ghasemi & 
Elvino S. Sousa, 2005) 

2.4 Cooperative spectrum sensing 
 

 
Fig. 2-3. Example of Cooperative Spectrum Sensing (Amir Ghasemi & Elvino S. Sousa, 2005) 

Cooperation is proposed in the literature as a solution to problems that arise in spectrum 
sensing due to noise uncertainty, fading, and shadowing. (Amir Ghasemi & Elvino S. Sousa, 
2005) The cooperative sensing scheme share sensing information from the independent 
number of secondary local user. Cooperative sensing decreases the probabilities of 
misdetection and false alarm considerably. In addition, cooperation can solve hidden primary 
user problem and it can decrease sensing time. Cooperative spectrum sensing is most effective 
when local user observe independent fading or shadowing (D. Cabric et al., 2006). The 
performance degradation due to correlated shadowing is investigated in terms of missing the 
opportunities. It is found that it is more advantageous to have the same amount of users 
cooperating over a large area than over a small area . (A. Ghasemi & E. S. Sousa, 2007) 
For example, if we consider the Or-rule as the cooperative decision criterion, where any 
decision of H1 from the secondary users decides the channel is occupied. For simplicity, we 
assume that all N users experience independent and identically distributed fading with 
same average SNR. Then the probability of detection, false alarm and misdetection 
probabilities for cooperative scheme are shown as follows ( P. K. Varshney,1997) 

 N
D DQ P= − −1 (1 )      (22) 

 MD DQ Q= −1     (23) 

 N
FA FAQ P= − −1 (1 )     (24) 

where PD and PFA represents the local detection and false alarm probabilities. In (23) and 
(24), as N gradually increases, QMD and QFA monotonically decrease.  
Challenges of cooperative sensing include developing efficient information sharing 
algorithms and increased complexity (T. Weiss et al., 2003). In cooperative sensing 
architectures, the control channel (pilot channel) can be implemented using different 
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methodologies. Depending on the system requirements, one of these methods can be 
selected. Control channel can be used for sharing spectrum sensing results among cognitive 
users as well as for sharing channel allocation information. 

3. Proposed spectrum sensing method 
For such a cooperative approach, it is prerequisite for the interest user to have several 
cooperative users who may send information independently. Thus, it is necessary to 
improve the reliability of the energy detector by a standalone approach. In most of the 
future mobile and wireless communication systems, spatially-separated multiple antennas 
are considered at both transmitter as well as receiver (Blostein, S.D &  Leib, H(2003). Out of 
their advantages, spatial diversity gain is most attractive, which is resulted from the fact that 
the signals through the multiple antennas go through different paths and thus experience 
different channel environments.  
Therefore, in this chapter, we introduce a novel spectrum sensing structure combining the 
multiple antennas with the energy detectors for the standalone approach, where a 
collaborative decision device is employed to improve the sensing reliability. 

3.1 Multiple antenna-aided spectrum sensing method 
 

 

 
Fig. 3-1. Block Diagram of Multiple Antenna-aided Spectrum Sensing  
(Jong-Hwan Lee et al. 2008) 

We assume that each antenna are separated more than two over wave length of carrier 
λ(2 / ) . The proposed spectrum sensing scheme is presented in Figure 3-1, and consists of 

two stages. Tentative decisions are first made by using a conventional energy detector at 
each antenna. Then, a collaborative decision on whether the band is ‘Occupied' 
(hypothesis H1) or ‘Vacant’ (hypothesis H0) is reached by comparing the number of 
tentative hard decisions with a reference value K (1 ≤ K ≤ N), with N as the number of 
antennas. Of course, the output of energy detector can make decision as a soft decision 
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instead of hard decision. The results presented in (E. Visotsky  et al., 2005) show that soft 
information-combining outperforms hard information-combining method in terms of the 
probability of missed opportunity. Intuitively, hard-decisions can understand to perform as 
good as soft decisions when the number of receiver antenna is high. 
Other receiver diversity can attained by combining soft output of each square and integrate 
operation per diversity node. The Square-Law Combine (SLC), Square-Law Selection (SLS) 
method is well known micro receiver diversity (Digham, F. F et al., 2007). The SLC method 
can have slightly better under Rayleigh channel without correlation in the (Digham, F. F et 
al., 2007).  
If one of decision fusion the ‘Majority rule’ is considered here to make a collaborative 
decision; in this case, the final decision is dependent on the majority of partial decisions, 
being defined for a number of antennas exceeding three, N ≥3. 
In the first stage, the energy detector corresponding to the ith antenna, i= 1,...,N,decides on 
the hypothesis iH ( )

1  or iH ( )
0  by comparing the estimated energy, iy( )  , with a predefined 

threshold value, λ  . The two hypotheses are defined as i i iH y t n t=( ) ( ) ( )
1 : ( ) ( ) , which 

corresponds to a vacant channel, and , i i iH y t h t x t n t= +1( ) ( ) ( )
1 : ( ) ( ) * ( ) ( )  which corresponds to 

an occupied channel. Note that x t( )  is the signal transmitted by the primary user, iy t( )( )  
, in t( )( )  , and ih t( )( ) are the signal received by the secondary user, additive white Gaussian 
noise (AWGN), and channel impulse response corresponding to the ith antenna, 
respectively, and *  represents the convolution operator. Two types of error events can be 
defined, as mentions before in Chapter 2. Table I describes the example of collaborative 
decision by Or-Rule criterion.  
 

1st Energy 
Detector 2nd Energy Detector 3rdEnergy 

Detector 
Collaborative final 

Decision 
H0  H0  

H0  
H1  H1  

H0  H1  
H0  

H1  
H1  H1  

H0  H1  
H0  

H1  H1  

H0  H1  
H1  

H1  
H1  H1  

Table 3-1. Example of Or-Rule Criterion for Multiple Antenna-aided Method 

4. Performance analysis and simulation results 
In this Chapter, the average detection probability of Energy detector over three type of 
channels Rayleigh, shadowing and Suzuki channel are derived. More importantly, 
performance of our proposed sensing methods also are represented in terms of ROC curve 
under various environment. Note that average false alarm probability over fading channel is 
same as AWGN case, since it’s independent of SNR. 
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4.1 Performance analysis of energy detector under fading 
4.1.1 Rayleigh channel 
The requirement that there be many scatterers present means that Rayleigh fading can be a 
useful model in heavily built-up city centers where there is no line of sight between the 
transmitter and receiver and many buildings and other objects attenuate, reflect, refract and 
diffract the signal. 
Let received carrier amplitude is modulated by the fading amplitude x , which is random 
variable with mean square value denote, xΩ = 2 . PDF of fading amplitude x  is dependent 
on the nature of the radio propagation. The instantaneous signal to noise per symbol, 

Sx E Nγ = 2
0/ . Average SNR per symbol represents like, SE Nγ Ω= 0/ . Therefore there is 

relation between fading amplitude and SNR . 

 
S
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γ Ωγ
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Consequently, PDF of γ  is obtained by changing variable in the expression for the fading 
PDF XP x( )  of x . 
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If the signal amplitude follows a Rayleigh distribution, then the SNR follows an exponential 
PDF given by Eq. (27) 
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The Rayleigh PDF of γ  is evaluated by substituting (27) into (26). 
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The average PD in this case, PD, Ray, can now be evaluated by averaging Eq.(18) over Eq.(30). 
refer to (A. H. Nuttall, 1975) 
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4.1.2 Shadowing channel 
A large obstruction such as a hill or large building obscures the main signal path between 
the transmitter and the receiver. Normally shadowing is modeled as a log-normal model 
which is traditionally used to characterize the variation in the local mean power due to 
shadowing (Kyperountas,. et all, 2007). For shadowing only, f xγ ( )  in equation (35) is log-
normal with mean μ  (dB) and a standard deviation σ(dB) of γ1010log  . 

 f x e
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α
γ

ξ
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−
−

=

2
10

2
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( )
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2
   (35) 

Where, ξ = =10 /ln10 4.3429 . 
The average PD in this case, PD,Log can now be evaluated by averaging (18) over (35). 
Empirical coefficient values for indoor propagation are shown in Table 4-1. 
 

Building Type Frequency of Transmission γ  α [dB] 
Vacuum,infinite space  2.0 0 

Retail Store 914 MHz 2.2 2.18.7 
Grocery Store 914 MHz 1.8 5.2 

Office with hard partition 1.5 GHz 3.0 7 
Office with soft partition 900 MHz 2.4 9.6 
Office with soft partition 1.9 GHz 2.6 14.1 

Textile or chemical 1.3 GHz 2.0 3.0 
Textile or chemical 4 GHz 2.1 7.0, 9.7 

Metalworking 1.3 GHz 1.6 5.8 
Metalworking 1.3 GHz 3.3 6.8 

Table 4-1. Empirical log-normal mean and standard deviation under indoor propagation 
(T. S. Rappaport, 2002) 
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4.1.3 Suzuki channel 
The combined effect of large scale and small scale fading may be characterized statistically 
by a Suzuki distribution (M. Patzold et al., 1994). The Suzuki mixture distribution that 
characterizes the received power can be expressed in terms of signal power, which is 
obtained by averaging Rayleigh distribution signal power over the conditional density of 
log-normal mean signal power in Eq. (36). 
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The average PD in this case, PD,suz can now be evaluated by averaging (18) over (36) refer to 
(Kyperountas,. et all, 2007). 
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4.2 Performance analysis of proposed method under fading 
The probability of detection for the proposed sensing method is given by Eq.(39) ∼ (41). As 
you can see this formula is exactly same as cooperative sensing refer to Section 2.4. 
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where D iP ,  is the probability of detection for each output of antennas. The Or-rule fusion can 
be evaluated by setting n=1 in Eq. (39). 
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The And-rule corresponds to the case n=N, Eq. (39) 
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Finally, for the case of the majority rule the n n= ⎢ ⎥⎣ ⎦/ 2  
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4.3 Simulation environment 
In this paper, the Suzuki channel was considered by calculating MED (Method of Equal 
Distance). The characteristic of the MED is such that the difference between two adjacent 
discrete Doppler frequencies is equidistant. (M. Patzold  et al. 1996) We assume independent 
fading and noise on each branch. We consider from two to four antennas at the receive-side 
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(N is 1 ∼ 4) and apply the several decision criterion for collaborative decision-making in the 
second stage of the proposed scheme. The parameters used in simulations are listed in Table 
4-2. Note that the 0.33ms and 3.3ms sampling durations are chosen according to the IEEE 
802.22 draft. The primary user is assumed to transmit a BPSK modulated signal. We will 
select the threshold so as to get 10% of PFA and then calculate the PMD. 
 

Parameter Value 
Carrier Frequency 900 MHz 

Mobile Speed of Secondary User 30 ~ 110 km/h 
SNR 3 dB or 6dB 

Standard Deviation of shadowing 10dB 
Collaborative Decision Criterion Or-rule, And-rule, Majority-rule 
N(number of Receiver Antenna) 1~4 

Number of Samples 105 
Sample Period 0.33ms 

Sensing Duration 3.3 ~ 13.2ms 

Table 4-2. The Simulation Parameters 

4.4 Performance comparison 
We demonstrate simulation results in terms of complementary ROC curve (plot PMD vs. 
PFA). The ROC (Receiver Operating Characteristics) curve is known to be a suitable tool for 
visualizing detector performance.  
 

 

 
 

Fig. 4-1. Performance of Conventional Energy Detector under Various Channel  
(SNR = 6dB, σ =10dB) (Kyperountas,. et all, 2007) 
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Figure 4-1 shows the simulated and theoretical complementary ROC curves, for a 
conventional Energy Detector under the various fading environments with average 
SNR=6dB. As you can see that there is conventional severe performance degradation readily 
for energy detector. 
 

 

 
Fig. 4-2. Mobile Speed Effect for Proposed Method in terms of SNR vs. PMD 
 (Mobile Speed = 3, 60, 110km/h) (Jong-Hwan Lee et al. 2008) 
At three cases of mobile speed, the performance of the proposed spectrum sensing scheme is 
much better than conventional energy detector over the whole range of SNR values. Figure 
4-2 shows that higher mobile speed may improve the sensing performance in range of high 
SNR. Because of the rapid channel variation, high mobile speed can overcome deep fading 
easily. When we require reliable spectrum sensing under the high mobile speed, the 
proposed scheme may be attractive method even though the complexity of multiple 
antennas is higher than other sensing methods. 
In Figure 4-3 ∼ 4-4, the impact of the sensing duration on the performance of the proposed 
and conventional energy detection schemes is investigated. Figure 4-3 shows the ROC curve 
(PD vs. PFA) for a mobile speed of 3 km/h, with the sensing duration as a parameter. As 
expected, as the sensing duration increases, the performances of both proposed and 
conventional energy detector are improved. However, similar performance is achieved for 
6.6 ms and 9.9 ms sensing durations. As such, one can conclude that for sensing durations 
larger than 6.6 ms there is no substantial enhancement in the sensing performance. In 
addition, note that the performance of the proposed scheme with the sensing duration of 3.3 
ms is similar to that of the conventional scheme for 6.6 ms. This result shows that the use of 
multiple antennas is equivalent to an increase in the sensing duration with the conventional 
energy detection. 
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Fig. 4-3. ROC Curve of Proposed Method, for 3 km/h mobile speed and with different 
sensing durations, PFA vs. PD (S.-H. Hwang et al., 2009) 
 

 

 
Fig. 4-4. ROC Curve of Proposed Method, for 110 km/h mobile speed and with different 
sensing durations, PFA vs. PD (S.-H. Hwang et al., 2009) 
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In Figure 4-4 results obtained for a mobile speed of 110 km/h are provided, from which one 
can notice an improvement in performance when compared with Figure 4-3. When 
increasing the mobile speed, the Doppler spread increases and fast fading will be 
experienced. This translates into faster variations of the signal at the receive-side. The test 
statistic used with the energy detector is the received signal energy, which represents the 
area under the squared signal. For a given sensing duration, this can increase due to faster 
signal variations. That is, the signal energy can increase for fast fading. Note that the 
performance of the conventional scheme for the sensing duration of 6.6 ms is better than 
that of the proposed scheme for 3.3 ms; this result indicates that the effect of the sensing 
duration is influenced by the mobile speed. 
 

 

 
Fig. 4-5. Effect of Sensing Duration for Proposed Method at PFA=0.1, Sensing Duration vs. PD  
(S.H.Hwang et al. 2009) 

Figure 4-5 summarizes the performances in terms of the PD versus the sensing duration, for 
a PFA equal to 0.1. As the sensing duration increases, the performance is improved, 
regardless the mobile speed. An enhanced performance is attained for an increased speed of 
the mobile. A PD above 0.9 is obtained for a sensing duration exceeding 6.6 ms and a mobile 
speed of 110 km/h, and a sensing duration greater than 9.9 ms and 60 km/h mobile speed.  
For a mobile speed of 3 km/h, the PD reaches around 0.85 even above 13.2 ms sensing 
duration. Note that to guarantee an acceptable sensing performance both PFA and PMD need 
to be less than 0.1. 
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Fig. 4-6. Complementary ROC Curve of Proposed Sensing with Various Decision Rule  
(N=3, Mobile Speed =3km/h, SNR=3dB), PFA vs. PM (S.-H. Hwang et al., 2009) 
 

 
Fig. 4-7. Complementary ROC Curve of Proposed Sensing with Various Decision Rule (N=4, 
Mobile Speed =3km/h, SNR=3dB), PFA vs. PM 
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Figure 4-6 shows only simulative results of three antennas aided energy detector under 
Suzuki fading channel in terms of Complementary ROC curve, other parameter same as 
before. The Figure 4-6 presents that the performance of the ‘And-rule’ is almost same as 
that of the conventional detector. ‘Or-rule’ shows the best performances. 
Figure 4-7 shows the performance of proposed sensing with four antennas (N = 4). When 
the number of antenna increases from two to four, the number of applicable criterions 
increases. For the case of four antennas, it is possible to employ two kinds of ‘Majority-
rules’ where the reference values K can be two or three. The Figure shows that ‘Or-
rule’-based sensing scheme can achieve the most reliable performance for four antennas as 
well. Therefore, we can see base on the previous results that ‘Or-rule’ is very effective to 
enhance the performance of the proposed scheme with multi-antennas (S.-H. Hwang et al., 
2009). 
 

 

 
Fig. 4-8. Simulated complement ROC curve for 3 Antenna-aided Sensing under Suzuki 
channel with heavy correlated and un-correlated shadowing 
 (SNR = 6dB, Mobile speed = 3km/h), PFA vs. PM 

In the Figure 4-8 non-correlated case, performance of proposed scheme with OR fusion is 
worse 15% than that of square law combine (SLC). However, the performance degradation 
is less effective to proposed scheme than SLC scheme due to the correlation. Hence, we may 
say that proposed scheme is more robust to correlated shadowing effect. Other point of 
view, SLC gets an advantage for simplicity. Meanwhile proposed is more complex than SLC 
scheme, since multiple aided proposed scheme has energy detector devices as much as the 
number of antenna and also need 2nd stage devices. 
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Fig. 4-9. Simulated Complement ROC curve for 3 Antenna-aided Sensing under Suzuki 
channel with Heavy Correlated and Uncorrelated Shadowing  
(SNR = 6dB, Mobile speed = 110km/h), PFA vs. PM 

 

 
Fig. 4-10. Simulated Complement ROC curve for 3 Antenna-aided Sensing under Rayleigh 
Channel without Shawdoing Correlation (SNR = 6dB, Mobile speed = 110km/h), PFA vs. PM 
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In case of mobile speed up to 110km/h in Figure 4-9, proposed scheme with OR fusion can 
be achieved the highest performance of than that of other method non-correlated case. 
When we assume that there is only Rayleigh channel, the proposed scheme, SLC and 
cooperative sensing method have all same performance in the Figure 4-10. 

5. Conclusions and future work 
In the paper, we summarized the enabling spectrum sensing methods for cognitive radio. 
Among the other spectrum sensing method, we focus on the energy detector and derive 
detection probability under various channels such as AWGN, Rayleigh, Log-normal 
shadowing and Suzuki channel. We also explained the cooperative sensing concept and 
introduced novel spectrum sensing scheme which combines the energy detection with 
multiple receive antennas to improve the sensing reliability.  
From the simulated results, our proposed scheme with Or-rule and soft receiver diversity 
such as SLC are both decreased probability of misdetection and false alarm and they are 
highly dependent on c and soed shadowing effect. However, the performance degradsoft 
rby the coand soft ris less effective to proposed scheme than SLC.le nsequently, we may say 
that proposed is moae robust to c and soed shadowing effect. Now, we can conclude that 
performance of multiple aided energy detector spectrum sensing scheme can have 
advantages in some limioed case such as the hur pcoposed varisoft , low correlation. 
The large operating bandwidths impose additional requirements on the radio frequencies 
(RF) components such as antennas and power amplifiers as well. According to resent study, 
the multiple receiver antenna scheme can have advantages for ultra-wideband spectrum 
sensing. Because it could manage more flexible wideband sensing. For the future research, 
we will continue to study spectral sensing method especially for the ultra-wideband 
frequency band using by multiple receiver antenna. 
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1. Introduction

The use of multiple input multiple output (MIMO) is an efficient method to improve the
error performance of wireless communications. Tarokh et al. (1998) propose the space-time
trellis codes (STTCs) which use trellis-coded modulations (TCM) over MIMO channels. STTCs
combine diversity gain and coding gain leading to a reduction of the error probability.
In order to evaluate the performance of STTCs in slow fading channels, the rank and
determinant criteria are proposed by Tarokh et al. (1998). In the case of fast fading channels,
Tarokh et al. (1998) also present two criteria based on the Hamming distance and the distance
product. Ionescu (1999) shows that the Euclidean distance can be used to evaluate the
performance of STTCs. Based on the Euclidean distance, Chen et al. (2001) present the trace
criterion which governs the performance of STTCs in both slow and fast fading channels,
in the case of a great product between the number of transmit and receive antennas. This
configuration corresponds to a great number of independent single input single output
sub-channels. Liao & Prabhu (2005) explain that the repartition of determinants or Euclidean
distances optimizes the performance of STTCs.
Based on these criteria, many codes have been proposed in the previous publications. The
main difficulty is a long computing-time to find the best STTCs. Liao & Prabhu (2005) and
Hong & Guillen i Fabregas (2007) use an exhaustive search to propose new STTCs, but only
for 2 transmit antennas. To reduce the search-time, Chen et al. (2002a;b) advance a sub-optimal
method to design STTCs. Thereby, the first STTCs with 3 and 4 transmit antennas are designed.
Besides, another method is presented by Abdool-Rassool et al. (2004) where the first STTCs
with 5 and 6 transmit antennas are given.
It has been remarked by Ngo et al. (2008; 2007) that the best codes have the same property:
the used points of the MIMO constellation are generated with the same probability when the
binary input symbols are equiprobable. The codes fulfilling this property are called balanced
codes. This concept is also used by set partitioning proposed by Ungerboeck (1987a;b).
Thus, to find the best STTCs, it is sufficient to design and to analyze only the balanced codes.
Hence, the time to find the best STTCs is significantly reduced. A first method to design
balanced codes is proposed by Ngo et al. (2008; 2007) allowing to find 4-PSK codes with
better performance than the previous published STTCs. Nevertheless, this method has been
exploited only for the 4-PSK modulation.

15



The main goal of this chapter is to present a new efficient method to create 2n-PSK balanced
STTCs and thereby to propose new STTCs which outperform the previous published STTCs.
The chapter is organized as follows. The next section reminds the representation of STTCs. The
existing design criteria is presented in section 3. The properties of the balanced STTCs and the
existing method to design these codes are given in section 4. In section 5, the new method is
presented and illustrated with examples. In the last section, the performance of new STTCs is
compared to the performance of the best published STTCs.

2. System model

In the case of 4-PSK modulation, i.e. n = 2, we consider the space-time trellis encoder
presented in Fig. 1.

xt
1 xt

2 xt−1
1 xt−1

2 xt−ν
2xt−ν

1

Input Memory
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mod 4

g1
1,1 g1
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1,2 g1
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⊗ ⊗ ⊗ ⊗ ⊗ ⊗
∑

mod 4

gnT1,1 gnT2,1 gnT1,2 gnT2,2 gnT1,ν+1 gnT2,ν+1

yt
nT

Fig. 1. 4ν states 4-PSK space-time trellis encoder

In general, a 2nν states 2n-PSK space-time trellis encoder with nT transmit antennas is
composed of one input block of n bits and ν memory blocks of n bits. At each time t ∈ Z,
all the bits of a block are replaced by the n bits of the previous block. For each block i, with
i = 1, ν + 1 where 1, ν + 1 = 1, 2, · · · , ν + 1, the lth bit with l = 1, n is associated to nT
coefficients gk

l,i ∈ Z2n with k = 1, nT . With these nT × n(ν + 1) coefficients, the generator
matrix G is obtained and given by

G =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

g1
1,1 . . . g1

n,1 . . . g1
1,ν+1 . . . g1

n,ν+1
... . . .

...
gk

1,1 . . . gk
n,1 . . . gk

1,ν+1 . . . gk
n,ν+1

... . . .
...

gnT
1,1 . . . gnT

n,1 . . . gnT
1,ν+1 . . . gnT

n,ν+1

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

. (1)
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A state is defined by the binary values of the memory cells corresponding to no-null columns
of G. At each time t, the encoder output Yt =

[
yt

1y
t
2 · · · yt

nT

]T ∈ Z
nT
2n is given by

Yt = GXt, (2)

where Xt = [xt
1 · · · xt

n · · · xt−ν
1 · · · xt−ν

n ]T is the extended-state at time t of the Lr = n(ν + 1)
length shift register realized by the input block followed by the ν memory blocks. The matrix
[·]T is the transpose of [·]. Thus, STTCs can be defined by a function

Φ : Z
Lr
2n → Z

nT
2n . (3)

The 2n-PSK signal sent to the kth transmit antenna at time t is given by stk =exp(j π
2n−1 yt

k), with
j2 = −1. Thus, the MIMO symbol transmitted over the fading MIMO channel is given by
St =

[
st1s

t
2 · · · stnT

]T.
For the transmission of an input binary frame of Lb ∈ N∗ bits, where Lb is a multiple of n, the
first and the last state of the encoder are the null state. At each time t, n bits of the input binary
frame feed into the encoder. Hence, L = Lb

n + ν MIMO symbols regrouped in the codeword

S =
[
S1 · · · St · · · SL] (4)

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

s1
1 · · · st1 · · · sL1
...

. . .
...

. . .
...

s1
k · · · stk · · · sLk
...

. . .
...

. . .
...

s1
nT
· · · stnT

· · · sLnT

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(5)

are sent to the MIMO channel.
The vector of the signals received at time t by the nR receive antennas Rt = [rt1 · · · rtnR

]T can be
written as

Rt = HtSt + Nt, (6)

where Nt = [n1
t · · · nt

nR
]T is the vector of complex additive white gaussian noises (AWGN)

at time t. The nR × nT matrix Ht representing the complex path gains of the SISO channels
between the transmit and receive antennas at time t is given by

Ht =

⎡
⎢⎢⎣

ht
1,1 . . . ht

1,nT
...

. . .
...

ht
nR ,1 . . . ht

nR ,nT

⎤
⎥⎥⎦ . (7)

In this chapter, only the case of Rayleigh fading channels is considered. The path gain ht
k′ ,k of

the SISO channel between the kth transmit antenna and (k′)th receive antenna is a complex
random variable. The real and the imaginary parts of ht

k′ ,k are zero-mean Gaussian random
variables with the same variance. Two types of Rayleigh fading channels can be considered:

• Slow Rayleigh fading channels: the complex path gains of the channels do not change
during the transmission of the symbols of the same codeword.

• Fast Rayleigh fading channels: the complex path gains of the channels change
independently at each time t.
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3. Performance criteria

The main goal of this design is to reduce the pairwise error probability (PEP) which is the
probability that the decoder selects an erroneous codeword E while a different codeword S
was transmitted. We consider a codeword of L MIMO signals starting at t = 1 by a nT × L
matrix S = [S1S2 · · · SL] where St is the tth MIMO signal. An error occurs if the decoder
decides that another codeword E = [E1E2 · · · EL] is transmitted. Let us define the nT × L
difference matrix

B = E− S =

⎡
⎢⎣

e1
1 − s1

1 . . . eL1 − sL1
...

. . .
...

e1
nT
− s1

nT
. . . eLnT

− sLnT

⎤
⎥⎦ . (8)

The nT × nT product matrix A = BB∗ is introduced, where B∗ denotes the hermitian of B. The
minimum rank of A r = min(rank(A)), computed for all pairs (E, S) of different codewords
is defined. The design criteria depend on the value of the product rnR.
First case: rnR ≤ 3:
In this case, for slow Rayleigh fading channels, two criteria have been proposed by Tarokh
et al. (1998) and Liao & Prabhu (2005) to reduce the PEP:

• A has to be a full rank matrix for any pair (E, S). Since the maximal value of r is nT , the
achievable spatial diversity order is nTnR.

• The coding gain is related to the inverse of η = ∑
d

N(d)d−nR , where N(d) is defined as the

average number of error events with a determinant d equal to

d = det(A) =
nT

∏
k=1

λk

=
nT

∏
k=1

(
L

∑
t=1

∣∣etk − stk
∣∣2
)

.

(9)

The best codes must have the minimum value of η.

In the case of fast Rayleigh fading channels, different criteria have been obtained by Tarokh
et al. (1998). They define the Hamming distance dH(E, S) between two codewords E and S as
the number of time intervals for which |Et − St| �= 0. To maximize the diversity advantage,
the minimal Hamming distance must be maximized for all pairs of codewords (E, S). In this
case, the achieved spatial diversity order is equal to dH(E, S)nR. In the same way, Tarokh et al.
introduce the product distance d2

p(E, S) given by

d2
p(E, S) =

L

∏
t=1
Et �=St

d2
E(Et, St), (10)

where d2
E(Et, St) =

nT

∑
k=1

∣∣etk − stk
∣∣2 is the squared Euclidean distance between the MIMO signals

Et and St at time t. In order to reduce the number of error events, min
{
d2
p(E, S)

}
must be

maximized for all pairs (E, S).
Second case: rnR ≥ 4:
Chen et al. (2001) show that for a large value of rnR, which corresponds to a large number
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of independent SISO channels, the PEP is minimized if the sum of all the eigenvalues of the
matrices A is maximized. Since A is a square matrix, the sum of all the eigenvalues is equal to
its trace

tr(A) =
nT

∑
k=1

λk =
L

∑
t=1

d2
E(Et, St). (11)

For each pair of codewords, tr(A) is computed. The minimum trace (which is the minimum
value of the squared Euclidean distance between two codewords) is the minimum of all these
values tr(A). The concept of Euclidean distance for STTCs has been previously introduced by
Ionescu (1999). The minimization of the PEP amounts to using a code which has the maximum
value of the minimum Euclidean distance between two codewords. Liao & Prabhu (2005) state
also that to minimize the frame error rate (FER), the number of error events with the minimum
squared Euclidean distance between codewords has to be minimized.
In this paper, we consider only the case rnR ≥ 4 which is obtained when the rank of the STTCs
is greater than or equal to 2 and there are at least 2 receive antennas.

4. Balanced STTCs

4.1 Definitions
The concept of "balanced codes" proposed by Ngo et al. (2008; 2007) is based on the
observation that each good code has the same property given by the following definition.

Definition 1 (Number of occurrences). The number of occurrences of a MIMO symbol is the
number of times where the MIMO symbol is generated when we consider the entire set of the
extended-states.

Definition 2 (Balanced codes). A code is balanced if and only if the generated MIMO symbols have
the same number of occurrences n0 ∈ N∗, if the binary input symbols are equiprobable.

Definition 3 (Fully balanced code). A code is fully balanced if and only if the code is balanced and
the set of generated MIMO symbols is Λ = Z

nT
2n .

Definition 4 (Minimal length code). A code is a minimal length code if and only if the code is fully
balanced and the number of occurrences of each MIMO symbol is n0 = 1.

To check that a code is balanced, the MIMO symbols generated by all the extended-states must
be computed. Then, the number of occurrences of each MIMO symbol can be obtained.

For example, let us consider two generator matrices

G1 =
[

0 0 2 1
2 1 0 0

]
(12)

and

G2 =
[

0 0 2 1
3 1 0 0

]
. (13)

Remark: G1 is the generator matrix of the code proposed by Tarokh et al. (1998).
The repartition of MIMO symbols in function of extended-states is given in Tables 1 et 2 for
the generator matrices G1 and G2 respectively. The decimal value of the extended-state Xt =
[xt

1 xt
2 xt−1

1 xt−1
2 ]T ∈ Z4

2 is computed by considering xt
1 the most significant bit. The number
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of occurrences of each generated MIMO symbol is also given in these tables. The generator
matrix G1 corresponds to a minimal length code, whereas G2 corresponds to a no balanced
code.

Xt 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Yt
[

0
0

] [
1
0

] [
2
0

] [
3
0

] [
0
1

] [
1
1

] [
2
1

] [
3
1

] [
0
2

] [
1
2

] [
2
2

] [
3
2

] [
0
3

] [
1
3

] [
2
3

] [
3
3

]

occurrences 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Table 1. MIMO symbols generated by G1

Xt 0
12

1
13

2
14

3
15 4 5 6 7 8 9 10 11

Y
[

0
0

] [
1
0

] [
2
0

] [
3
0

] [
0
1

] [
1
1

] [
2
1

] [
3
1

] [
0
3

] [
1
3

] [
2
3

] [
3
3

]

Nb occurrences 2 2 2 2 1 1 1 1 1 1 1 1

Table 2. MIMO symbols generated by G2

4.2 Properties of Z
nT
2n

We define the subgroup C0 of Z
nT
2n by

C0 = 2n−1Z
nT
2 . (14)

Property 1. ∀V ∈ C0, V = −V with V + (−V) = [0 · · · 0]T.

Proof. Let us consider V ∈ C0. As C0 = 2n−1Z
nT
2 ,

V = 2n−1q ∈ C0 with q ∈ Z
nT
2 . (15)

Therefore
V + V = 2nq = 0 ∈ Z

nT
2n (mod 2n). (16)

Thus, it exists V′ = V such as V + V′ = 0 ∈ Z
nT
2n . Hence, −V = V, ∀V ∈ C0.

Besides, it is possible to make a partition of the group Z
nT
2n into 2nT(n−1) cosets, as presented

by Coleman (2002) such as
Z

nT
2n =

⋃
P∈Z

nT
2n

CP, (17)

where P is a coset representative of the coset CP = P + C0. Based on these cosets, another
partition can be created and given by

Z
nT
2n =

n−1⋃
q=0

Eq, (18)

where E0 = C0. For q = 1, n− 1, the other Eq are defined by

Eq =
⋃
Pq

(Pq + C0) =
⋃
Pq

CPq , (19)

where Pq ∈ 2n−q−1Z
nT
2q \2n−qZ

nT
2q−1 . The set Z

nT
1 contains only the nul element of Z

nT
2n .
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Definition 5. Let us consider a subgroup Λ of Z
nT
2n . A coset CP = P + Λ with P ∈ Z

nT
2n is relative

to Q ∈ Λ if and only if 2P = Q.

Thus, for q = 2, n− 1, each coset CPq = Pq + C0 ⊂ Eq is relative to R = 2Pq ∈ Eq−1.

For example, it is possible to make a partition of the group Z
nT
2n which is the set of 4-PSK

MIMO symbols with 2 transmit antennas. This partition is represented in Table 3.

E0 : C0

[
0
0

] [
0
2

] [
2
0

] [
2
2

]

E1 :

C[0
1

] [
0
1

] [
0
3

] [
2
1

] [
2
3

]

C[1
0

] [
1
0

] [
1
2

] [
3
0

] [
3
2

]

C[1
1

] [
1
1

] [
1
3

] [
3
1

] [
3
3

]

Table 3. Partition of Z2
4

The red coset C[ 0
1

] =
[

0
1

]
+ C0 is relative to the red element

[
0
2

]
∈ C0. The green coset C[ 1

0

] =
[

1
0

]
+ C0 is relative to the green element

[
2
0

]
∈ C0. The yellow coset C[ 1

1

] =
[

1
1

]
+ C0 is relative

to the yellow element
[

2
2

]
∈ C0.

Property 2. If Λl is a subgroup of Z
nT
2n given by

Λl =

{
l

∑
m=1

xmVm mod 2n/xm ∈ {0, 1}
}

, l ∈ {1, 2, · · · , nnT} (20)

with Vm ∈ Z
nT
2n and if the number of occurrences of each MIMO symbol V ∈ Λl is n (V) = n0 = 1

i.e. card(Λl) = 2l , then there is at least one element Vm which belongs to C∗0 .

Proof. The Lagrange’s theorem states that for a finite group Λ, the order of each subgroup
Λl of Λ divides the order of Λ. In the case of 2n-PSK, card(Λ) = card(Z

nT
2n ) = 2nnT , then

card(Λl) = 2l . Hence, card(Λl) is a even number. The null element belongs to Λl and the
opposite of each element is included in Λl . Thus, in order to obtain an even number for
card(Λl), there are at least one element Vm �= 0 which respects Vm = −Vm. Only the elements
of C0 respect Vm = −Vm. Therefore, there is at least one element Vm ∈ C∗0 .

Definition 6 (Linearly independent vectors). If card(Λl) = 2l , the vectors V1, V2, · · ·Vl are
linearly independent. Hence, they form a base of Λl .
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Remarks :

1. min
{
l ∈ N\Λl = Z

nT
2n

}
= nnT = Lmin = dim

(
Z

nT
2n

)
i.e. nnT is a minimal number of

vectors giving a fully balanced code.

2. nnT is the maximal number of vectors to obtain a number of occurrences n (V) = n0 = 1,
∀V ∈ Λl .

Property 3. To generate a subgroup Λl =
{

l
∑

m=1
xmVm mod 2n/xm ∈ {0, 1}

}
with Vm ∈ Z

nT
2n ,

l ∈ {1, 2, · · · , nnT} and card(Λl) = 2l , the elements Vm must be selected as follows:

• The first element V1 must belong to C∗0 .

• If m− 1 elements V1, V2, · · ·Vm−1 have been already selected with m ∈ {2 · · · l}, the mth element
Vm must not belong to

Λm−1 =

{
m−1

∑
m′=1

xm′Vm′ mod 2n/xm′ ∈ {0, 1}
}

(21)

and must belong to C∗0 or to the cosets relative to an element of Λm−1.

Proof. As shown by property 2, there is at least one element which belongs to C∗0 . Thus, if
V1 ∈ C∗0 , Λ1 = {0, V1} is a subgroup of Z

nT
2n .

We consider that m− 1 elements have been selected to generate a subgroup Λm−1 with m =
{2, · · · nnT}.
If we select Vm ∈ Z

nT
2n \Λm−1 such as 2Vm = Q ∈ Λm−1, a set Λm is defined by

Λm = Λm−1
⋃ CVm (22)

where CVm is the coset defined by

CVm = Vm + Λm−1. (23)

In order to show that Λm is a subgroup of Z
nT
2n , the following properties must be proved:

1. 0 ∈ Λm. Proof: As Λm = Λm−1
⋃

(Λm−1 + Vm) and 0 ∈ Λm−1, we have 0 ∈ Λm.

2. ∀V1, V2 ∈ Λm, V1 + V2 ∈ Λm. Three cases must be considered.
1rd case: V1, V2 ∈ Λm−1. In this case, as Λm−1 is a subgroup V1 + V2 ∈ Λm−1 ⊂ Λm.
2st case: V1, V2 ∈ CVm . In this case, V1 = Vm + Q1 and V2 = Vm + Q2 with Q1, Q2 ∈ Λm−1.
Thus, V1 + V2 = 2Vm + Q1 + Q2. As 2Vm ∈ Λm−1 and Λm−1 is a subgroup, V1 + V2 ∈
Λm−1 ⊂ Λm.
3nd case: V1 ∈ Λm−1 and V2 ∈ CVm , In this case, V2 = Vm + Q2, with Q2 ∈ Λm−1. We have
V1 + V2 = V1 + Vm + Q2 = Vm + (V1 + Q2) ∈ CVm ⊂ Λm because V1 + Q2 ∈ Λm−1 (Λm−1
is a subgroup).
Thus, Λm is a closed set under addition.

3. ∀V ∈ Λm, ∃ −V ∈ Λm such as V + (−V) = 0.
Proof : Two cases must be considered.
1st case: V ∈ Λm−1.
In this case, as Λm−1 is a subgroup, so −V ∈ Λm−1 ⊂ Λm.
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2nd case: V ∈ Cm−1.
In this case, V = Vm + Q with Q ∈ Λm−1. Because Λm−1 is a subgroup, −Q = −Vm +
(−Vm) = −2Vm ∈ Λm−1 with Vm + (−Vm) = 0 and Q + (−Q) = 0. Thus, we have

−Vm = Vm + (−2Vm) = Vm + (−Q) ∈ CVm ⊂ Λm. (24)

Hence −V = −Vm + (−Q) = Vm + (−Q) + (−Q) ∈ Cm ⊂ Λm because (−Q) + (−Q) ∈
Λm−1.
Thus, the opposite of each element of Λm belongs to Λm.

In conclusion, if each new element is selected within a coset relative to a generated element,
the created set Λm is also a subgroup.

4.3 Properties of balanced STTCs
Each MIMO symbol belongs to Z

nT
2n . At each time t, the generated MIMO symbol is given by

the value of extended-state Xt and the generator matrix G. In this section, several properties
of the generator matrix are given in order to reduce the search-time.

Property 4. For a fully balanced code, the number of columns of the generator matrix G is Lr ≥
Lmin = nnT. As shown by the definition (4), if G has Lmin columns, then the code is a minimal length
code.

Proof. Let us consider the generator matrix G of a 2n-PSK 2Lr−n states STTC with nT transmit
antennas. The extended-state can use 2Lr binary value. The maximal number of generated
MIMO symbols is given by

∑
Y∈Z

nT
2n

n(Y) = 2Lr . (25)

G is the generator matrix of a fully balanced code, ∀Y ∈ Z
nT
2n , n(Y) = n0. The number of

possible MIMO symbols is card(Z
nT
2n ) = 2nnT . Thus, the previous expression is

n02nnT = 2Lr . (26)

The number of occurrences of each Y ∈ Z
nT
2n , n(Y) ≥ 1, so 2Lr ≥ card(Z

nT
2n ) = nnT . Therefore

Lr ≥ Lmin = nnT .

Property 5. If G is the generator matrix with Lr columns of a fully balanced code, for any additional
column GLr+1 ∈ Z

nT
2n , the resulting generator matrix G′ = [G GLr+1] corresponds to a new fully

balanced code.

Proof. For a fully balanced code, the generated MIMO symbols belong to ΛLr = Z
nT
2n . If

a new column GLr+1 ∈ Z
nT
2n is added to G, the new set of columns generates ΛLr+1 =

ΛLr

⋃
(ΛLr + GLr+1). As GLr+1 ∈ Z

nT
2n and Z

nT
2n is a group, ΛLr + GLr+1 = ΛLr . Thereby,

ΛLr+1 = Z
nT
2n . The number of occurrences of the elements belonging to ΛLr is n0. The number

of occurrences of the elements belonging to ΛLr + GLr+1 is also n0. Thus, for each new column
of the fully balanced code, the number of occurrences of the elements of the new code is
2n0.

Property 6. If G is the matrix of a balanced code, each permutation of columns or/and lines generates
the generator matrix of a new balanced code.
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Proof. The set of MIMO symbols belongs to a subgroup of the commutative group Z
nT
2n .

Therefore, the permutations between the columns of the generator matrix generate the same
MIMO symbols. So, the new codes are also balanced.
A permutation of lines of the generator matrix corresponds to a permutation of the transmit
antennas. If the initial code is balanced, the code will be balanced.

5. New method to generate the balanced codes

5.1 Generation of the fully balanced codes
The property 5 states that the minimal length code is the first step to create any fully balanced
code. In fact, for each column added to the generator matrix of a fully balanced code, the new
code is also fully balanced. Thus, only the generation of minimal length codes is presented.
To create a minimal length STTC, the columns Gi with i = 1, nnT must be selected with the
following rules.

Rule 1. The first column G1 must be selected within C∗0 . This first selection creates the subgroup
Λ1 = {0, G1}.
Rule 2. If the first m ∈ {1, 2, · · · , Lmin − 1} columns of the generator matrix have been selected

to generate a subgroup Λm =
{

m
∑

m′=1
xm′Gm′ mod 2n/xm′ ∈ {0, 1}

}
of Z

nT
2n , the add of next column

Gm+1 create a new subgroup Λm+1 of Z
nT
2n with card(Λm+1) = 2card(Λm). Hence, the column

Gm+1 of G must be selected in Z
nT
2n \Λm in a coset relative to an element of Λm or in C∗0 .

If this algorithm is respected, the new generated set

Λm+1 = Λm
⋃

(Λm + Gm) (27)

is a subgroup of Z
nT
2n .

Thereby, as presented by Forney (1988), a chain partition of Z
nT
2n

Λ1/Λ2 · · · /Λm/ · · · /ΛLmin (28)

is obtained with card(Λm+1) = 2card(Λm). Since card(Λ1) = 2, then the Lmin columns
generate a subgroup ΛLmin with card(ΛLmin ) = 2Lmin .
To obtain a fully balanced code with a generator matrix with Lr > Lmin, it is sufficient to add
new columns which belong to Z

nT
2n .

The main advantage of this method is to define distinctly the set where each new column
of G must be selected. In the first method presented by Ngo et al. (2008; 2007), the linear
combination of the generated and selected elements and their opposites must be blocked, i.e.
these elements must not be further selected. Due to the new method, there are no blocked
elements. This is a significant simplification of the first method.

5.2 Generation of the balanced codes
This section treats the generation of balanced STTCs (not fully balanced STTCs) i.e. the set of
the generated MIMO symbols is a subset of the group Z

nT
2n and not the entire set Z

nT
2n .

For the generation of these STTCs with the generator matrix constituted by Lr columns, the
algorithm which is presented in the previous section must be used for the selection of the first
m0 ≤ min(Lmin − 2, Lr) columns. Thus,
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• The m0 first columns G1, G2, · · ·Gm0 must be selected with the Rules 1 and 2. Hence, the
set generated by the first m0 columns is the subgroup

Λm0 =

{
m0

∑
m=1

xmGm mod 2n/xm ∈ {0, 1}
}

. (29)

The number of occurrences of each MIMO symbol V ∈ Λm0 is 1.

• The columns Gm0+1 · · ·GLr−1 must be selected in the subgroup Λm0 . Thus, the subgroup
created by the Lr − 1 first columns is ΛLr−1 = Λm0 , but the number of occurrences of each
MIMO symbol is 2Lr−m0−1, ∀Y ∈ Λm0 .

• The last column must be selected everywhere in Z
nT
2n . Two cases can be analyzed :

– If GLr ∈ ΛLr−1, then the number of occurrences of each element is multiplied by two.
The resulting code is also balanced. In this case, the set of generated MIMO symbols is
the subgroupΛLr−1.

– If GLr ∈ Z
nT
2n \ΛLr−1, the generated set ΛLr = ΛLr−1

⋃
(ΛLr−1 + GLr ) is not necessarily

a subgroup of Z
nT
2n . Each element of the generated set has 2Lr−m0−1, ∀Y ∈ ΛLr , but

card(ΛLr ) = 2card(ΛLr−1).

5.3 Example of the generation of a fully balanced 64 states 4-PSK STTC with 3 transmit
antennas

The generator matrix of the 64 states 4-PSK STTCs with 3 transmit antennas is

G = [G1G2|G3G4|G5G6|G7G8] (30)

with Gi ∈
[
G1

i G
2
i G

3
i
]T ∈ Z3

4 for i = 1, 8. In order to create a fully balanced 64 states 4-PSK
STTC with 3 transmit antennas, 8 elements must be selected in Z3

4. The first element must

belong to C∗0 = 2Z3
2\{[0 0 0]T}. The element G1 =

[ 0
2
2

]
can be selected. Thereby, the second

column of G must be selected either in C∗0 or in the coset relative to G1. In Table 4, the green
element represents the selected element and the blue element represent the generated element.

C0

⎡
⎣0

0
0

⎤
⎦

⎡
⎣0

0
2

⎤
⎦

⎡
⎣0

2
0

⎤
⎦

⎡
⎣0

2
2

⎤
⎦

⎡
⎣2

0
0

⎤
⎦

⎡
⎣2

0
2

⎤
⎦

⎡
⎣2

2
0

⎤
⎦

⎡
⎣2

2
2

⎤
⎦

C⎡
⎣0

1
1

⎤
⎦

⎡
⎣0

1
1

⎤
⎦

⎡
⎣0

1
3

⎤
⎦

⎡
⎣0

3
1

⎤
⎦

⎡
⎣0

3
3

⎤
⎦

⎡
⎣2

1
1

⎤
⎦

⎡
⎣2

1
3

⎤
⎦

⎡
⎣2

3
1

⎤
⎦

⎡
⎣2

3
3

⎤
⎦

Table 4. Selection of G1 of G

The next column G2 of G must be selected in the white set. If G2 is selected into C[ 0
1
1

], for

example
[ 2

1
3

]
, the generated subgroup Λ2 is represented by the colored elements of Table 5.

No new element of C0 is generated. Thereby, G3 must belong to C∗0 or C[ 0
1
1

] and must not

belong to Λ2.
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C0

⎡
⎣0

0
0

⎤
⎦

⎡
⎣0

0
2

⎤
⎦

⎡
⎣0

2
0

⎤
⎦

⎡
⎣0

2
2

⎤
⎦

⎡
⎣2

0
0

⎤
⎦

⎡
⎣2

0
2

⎤
⎦

⎡
⎣2

2
0

⎤
⎦

⎡
⎣2

2
2

⎤
⎦

C⎡
⎣0

1
1

⎤
⎦

⎡
⎣0

1
1

⎤
⎦

⎡
⎣0

1
3

⎤
⎦

⎡
⎣0

3
1

⎤
⎦

⎡
⎣0

3
3

⎤
⎦

⎡
⎣2

1
1

⎤
⎦

⎡
⎣2

1
3

⎤
⎦

⎡
⎣2

3
1

⎤
⎦

⎡
⎣2

3
3

⎤
⎦

Table 5. Selection of G2 of G

The 3rd element can be G3 =
[ 0

0
2

]
. As presented in Table 6, two new elements of C0 are

generated (or selected). Thus, G4 must be selected among the white elements of Table 6. If
G1 = 2P1 and G3 = 2P2, the set of white elements is C0

⋃
(C0 + P1)

⋃
(C0 + P2)

⋃
(C0 + P1 +

P2)\Λ2.

C0

⎡
⎣0

0
0

⎤
⎦

⎡
⎣0

0
2

⎤
⎦

⎡
⎣0

2
0

⎤
⎦

⎡
⎣0

2
2

⎤
⎦

⎡
⎣2

0
0

⎤
⎦

⎡
⎣2

0
2

⎤
⎦

⎡
⎣2

2
0

⎤
⎦

⎡
⎣2

2
2

⎤
⎦

C⎡
⎣0

1
1

⎤
⎦

⎡
⎣0

1
1

⎤
⎦

⎡
⎣0

1
3

⎤
⎦

⎡
⎣0

3
1

⎤
⎦

⎡
⎣0

3
3

⎤
⎦

⎡
⎣2

1
1

⎤
⎦

⎡
⎣2

1
3

⎤
⎦

⎡
⎣2

3
1

⎤
⎦

⎡
⎣2

3
3

⎤
⎦

C⎡
⎣0

0
1

⎤
⎦

⎡
⎣0

0
1

⎤
⎦

⎡
⎣0

0
3

⎤
⎦

⎡
⎣0

2
1

⎤
⎦

⎡
⎣0

2
3

⎤
⎦

⎡
⎣2

0
1

⎤
⎦

⎡
⎣2

0
3

⎤
⎦

⎡
⎣2

2
1

⎤
⎦

⎡
⎣2

2
3

⎤
⎦

C⎡
⎣0

1
0

⎤
⎦

⎡
⎣0

1
0

⎤
⎦

⎡
⎣0

1
2

⎤
⎦

⎡
⎣0

3
0

⎤
⎦

⎡
⎣0

3
2

⎤
⎦

⎡
⎣2

1
0

⎤
⎦

⎡
⎣2

1
2

⎤
⎦

⎡
⎣2

3
0

⎤
⎦

⎡
⎣2

3
2

⎤
⎦

Table 6. Selection of G3 of G

Now, we select G4 =
[ 2

2
3

]
. A new subgroup is created, as shown by the colored elements in

Table 7.

C0

⎡
⎣0

0
0

⎤
⎦

⎡
⎣0

0
2

⎤
⎦

⎡
⎣0

2
0

⎤
⎦

⎡
⎣0

2
2

⎤
⎦

⎡
⎣2

0
0

⎤
⎦

⎡
⎣2

0
2

⎤
⎦

⎡
⎣2

2
0

⎤
⎦

⎡
⎣2

2
2

⎤
⎦

C⎡
⎣0

1
1

⎤
⎦

⎡
⎣0

1
1

⎤
⎦

⎡
⎣0

1
3

⎤
⎦

⎡
⎣0

3
1

⎤
⎦

⎡
⎣0

3
3

⎤
⎦

⎡
⎣2

1
1

⎤
⎦

⎡
⎣2

1
3

⎤
⎦

⎡
⎣2

3
1

⎤
⎦

⎡
⎣2

3
3

⎤
⎦

C⎡
⎣0

0
1

⎤
⎦

⎡
⎣0

0
1

⎤
⎦

⎡
⎣0

0
3

⎤
⎦

⎡
⎣0

2
1

⎤
⎦

⎡
⎣0

2
3

⎤
⎦

⎡
⎣2

0
1

⎤
⎦

⎡
⎣2

0
3

⎤
⎦

⎡
⎣2

2
1

⎤
⎦

⎡
⎣2

2
3

⎤
⎦

C⎡
⎣0

1
0

⎤
⎦

⎡
⎣0

1
0

⎤
⎦

⎡
⎣0

1
2

⎤
⎦

⎡
⎣0

3
0

⎤
⎦

⎡
⎣0

3
2

⎤
⎦

⎡
⎣2

1
0

⎤
⎦

⎡
⎣2

1
2

⎤
⎦

⎡
⎣2

3
0

⎤
⎦

⎡
⎣2

3
2

⎤
⎦

Table 7. Selection of G4 of G
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If G5 is selected among to the white elements of Table 7, for example G5 =
[ 2

2
2

]
, C0 is totally

generated. Hence, a new set to select the last element, which is represented by the white
elements of Table 8 is created.

C0

⎡
⎣0

0
0

⎤
⎦

⎡
⎣0

0
2

⎤
⎦

⎡
⎣0

2
0

⎤
⎦

⎡
⎣0

2
2

⎤
⎦

⎡
⎣2

0
0

⎤
⎦

⎡
⎣2

0
2

⎤
⎦

⎡
⎣2

2
0

⎤
⎦

⎡
⎣2

2
2

⎤
⎦

C⎡
⎣0

1
1

⎤
⎦

⎡
⎣0

1
1

⎤
⎦

⎡
⎣0

1
3

⎤
⎦

⎡
⎣0

3
1

⎤
⎦

⎡
⎣0

3
3

⎤
⎦

⎡
⎣2

1
1

⎤
⎦

⎡
⎣2

1
3

⎤
⎦

⎡
⎣2

3
1

⎤
⎦

⎡
⎣2

3
3

⎤
⎦

C⎡
⎣0

0
1

⎤
⎦

⎡
⎣0

0
1

⎤
⎦

⎡
⎣0

0
3

⎤
⎦

⎡
⎣0

2
1

⎤
⎦

⎡
⎣0

2
3

⎤
⎦

⎡
⎣2

0
1

⎤
⎦

⎡
⎣2

0
3

⎤
⎦

⎡
⎣2

2
1

⎤
⎦

⎡
⎣2

2
3

⎤
⎦

C⎡
⎣0

1
0

⎤
⎦

⎡
⎣0

1
0

⎤
⎦

⎡
⎣0

1
2

⎤
⎦

⎡
⎣0

3
0

⎤
⎦

⎡
⎣0

3
2

⎤
⎦

⎡
⎣2

1
0

⎤
⎦

⎡
⎣2

1
2

⎤
⎦

⎡
⎣2

3
0

⎤
⎦

⎡
⎣2

3
2

⎤
⎦

C⎡
⎣1

0
0

⎤
⎦

⎡
⎣1

0
0

⎤
⎦

⎡
⎣1

0
2

⎤
⎦

⎡
⎣1

2
0

⎤
⎦

⎡
⎣1

2
2

⎤
⎦

⎡
⎣3

0
0

⎤
⎦

⎡
⎣3

0
2

⎤
⎦

⎡
⎣3

2
0

⎤
⎦

⎡
⎣3

2
2

⎤
⎦

C⎡
⎣1

0
1

⎤
⎦

⎡
⎣1

0
1

⎤
⎦

⎡
⎣1

0
3

⎤
⎦

⎡
⎣1

2
1

⎤
⎦

⎡
⎣1

2
3

⎤
⎦

⎡
⎣3

0
1

⎤
⎦

⎡
⎣3

0
3

⎤
⎦

⎡
⎣3

2
1

⎤
⎦

⎡
⎣3

2
3

⎤
⎦

C⎡
⎣1

1
0

⎤
⎦

⎡
⎣1

1
0

⎤
⎦

⎡
⎣1

1
2

⎤
⎦

⎡
⎣1

3
0

⎤
⎦

⎡
⎣1

3
2

⎤
⎦

⎡
⎣3

1
0

⎤
⎦

⎡
⎣3

1
2

⎤
⎦

⎡
⎣3

3
0

⎤
⎦

⎡
⎣3

3
2

⎤
⎦

C⎡
⎣1

1
1

⎤
⎦

⎡
⎣1

1
1

⎤
⎦

⎡
⎣1

1
3

⎤
⎦

⎡
⎣1

3
1

⎤
⎦

⎡
⎣1

3
3

⎤
⎦

⎡
⎣3

1
1

⎤
⎦

⎡
⎣3

1
3

⎤
⎦

⎡
⎣3

3
1

⎤
⎦

⎡
⎣3

3
3

⎤
⎦

Table 8. Selection of G5 of G

If G6 is chosen among belong to the white elements of Table 8, the totality of Z
nT
2n is generated.

For example, we can select G6 =
[ 3

3
1

]
. The created code is a minimal length code with the

generator matrix

G =

⎡
⎣0 2 0 2 2 3

2 1 0 2 2 3
2 3 2 3 2 1

⎤
⎦ . (31)

As stated by the property 5, if an additional column is added to the generator matrix, the
resulting code is also fully balanced. The number of occurrences of each MIMO symbol is
given by 2Lr−Lmin , where Lr − Lmin is the number of additional columns. Thus, the columns

G7 =
[ 0

2
2

]
and G8 =

[ 2
1
1

]
are added to the generator matrix. We obtain

G =

⎡
⎣ 0 2 0 2 2 3 0 2

2 1 0 2 2 3 2 1
2 3 2 3 2 1 2 1

⎤
⎦ . (32)
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Table 9 shows the code proposed by Chen et al. (2002b) and the new generated code which
are both fully balanced. The minimal rank and the minimal trace of each code are also given.
The new code has a better rank and trace than the corresponding Chen’s code. The FER
and bit error rate (BER) of these two STTCs are presented respectively in Figs. 2 and 3.
For the simulation, the channel fading coefficients are independent samples of a complex
Gaussian process with zero mean and variance 0.5 per dimension. These channel coefficients
are assumed to be known by the decoder. Each codeword consists of 130 MIMO symbols. For
the simulation, 2 and 4 receive antennas are considered. The decoding is performed by the
Viterbi’s algorithm. We remark that the new code slightly outperforms the Chen’s code.

Name G Rank d2
E

min

Chen et al. (2002b)

⎡
⎣ 0 2 3 2 3 0 3 2

2 2 1 2 3 0 2 0
2 0 0 2 2 3 1 1

⎤
⎦ 2 28

New

⎡
⎣ 0 2 0 2 2 3 0 2

2 1 0 2 2 3 2 1
2 3 2 3 2 1 2 1

⎤
⎦ 3 32

Table 9. 64 states 4-PSK STTCs with 3 transmit antennas
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Fig. 2. FER of 64 states 4-PSK STTCs with 3 transmit antennas

5.4 Example of the generation of a balanced 8 states 8-PSK STTC with 4 transmit antennas
This section presents a design of balanced 8 states 8-PSK STTCs with 4 transmit antennas. The
generator matrix is

G = [G1G2G3|G4G5G6] , (33)
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Fig. 3. BER of 64 states 4-PSK STTCs with 3 transmit antennas

with Gi =
[
G1

i G
2
i G

3
i G

4
i
]T ∈ Z4

8 for i = 1, 6. This code can not be fully balanced but just
balanced. In fact, a fully balanced 8-PSK STTC with 4 transmit antennas must have 12 columns
to be fully balanced (c.f. property 4).
The group Z4

8 is divided into 3 sets E0, E1 and E2. Each set Ei is the union of several cosets.
Each coset included in Ei is relative to one vector of Ei−1 with i={ 1,2}.
In general, the first no null column of the generator matrix must belong to

C0 = 2n−1Z
nT
2 . (34)

Thereby, for the design of 8 states 8-PSK STTCs with 4 transmit antennas, G1 ∈ 2Z4
2 for

example G1 =
[ 4

0
4
4

]
= 2P1, with P1 =

[ 2
0
2
2

]
. The first generated subgroup is Λ1 = {0, G1}.

The next column of G must belong to

S2 =
(
C0

⋃ CP1

)
\Λ1, (35)

where CP1 ⊂ E1 is the coset relative to G1. The second column of G can be G2 =
[ 2

4
2
2

]
. The

subgroup generated by the first two columns is

Λ2 = {0, G1, G2, G1 + G2} (36)

=
{[ 0

0
0
0

]
,
[ 4

0
4
4

]
,
[ 2

4
2
2

]
,
[ 6

4
6
6

]}
, (37)

with G1 + G2 = −G2. As G2 and −G2 ∈ E1, the next column must belong to the set

S3 =
(
C0

⋃ CP1

⋃ CP2

⋃ CP1+P2

)
\Λ2, (38)
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with G3 =
[ 7

6
3
3

]
∈ CP1+P2 . The next generated subgroup is

Λ3 = Λ2
⋃

(Λ3 + G3) =
{[ 0

0
0
0

]
,
[ 4

0
4
4

]
,
[ 2

4
2
2

]
,
[ 6

4
6
6

]
,
[ 7

6
3
3

]
,
[ 3

6
7
7

]
,
[ 1

2
5
5

]
,
[ 5

2
1
1

]}
. (39)

The new generated elements Λ3\Λ2 belong to E2. Since no coset is relative to the elements of
E2, the set using to select G4 is

S4 = S3\Λ3 =
(
C0

⋃ CP1

⋃ CP2

⋃ C(P1+P2)

)
\Λ3, (40)

It is possible to select G4 =
[ 0

4
4
0

]
. The new generated subgroup is

Λ4 = Λ3
⋃

(Λ3 + G4) (41)

=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

[ 0
0
0
0

]
,
[ 4

0
4
4

]
,
[ 2

4
2
2

]
,
[ 6

4
6
6

]
,
[ 7

6
3
3

]
,
[ 3

6
7
7

]
,
[ 1

2
5
5

]
,
[ 5

2
1
1

]
,

[ 0
4
4
0

]
,
[ 4

4
4
4

]
,
[ 2

0
6
2

]
,
[ 6

0
2
6

]
,
[ 7

2
7
3

]
,
[ 3

2
3
7

]
,
[ 1

6
1
5

]
,
[ 5

6
5
1

]

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

. (42)

The 5th column of G must be selected either in C∗0 or in a coset relative to an element of the set

Λ4
⋂(

E∗0
⋃ E1

)
=
{[ 4

0
4
4

]
,
[ 2

4
2
2

]
,
[ 6

4
6
6

]
,
[ 0

4
4
0

]
,
[ 4

4
4
4

]
,
[ 2

0
6
2

]
,
[ 6

0
2
6

]}
. (43)

Thus, it is possible to select G5 =
[ 0

6
6
4

]
∈ C⎡

⎣ 0
2
2
0

⎤
⎦

. The new generated subgroup is

Λ5 = Λ4
⋃

(Λ4 + G5) (44)

=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

[ 0
0
0
0

]
,
[ 4

0
4
4

]
,
[ 2

4
2
2

]
,
[ 6

4
6
6

]
,
[ 7

6
3
3

]
,
[ 3

6
7
7

]
,
[ 1

2
5
5

]
,
[ 5

2
1
1

]
,

[ 0
4
4
0

]
,
[ 4

4
4
4

]
,
[ 2

0
6
2

]
,
[ 6

0
2
6

]
,
[ 7

2
7
3

]
,
[ 3

2
3
7

]
,
[ 1

6
1
5

]
,
[ 5

6
5
1

]
,

[ 0
6
6
4

]
,
[ 4

6
2
0

]
,
[ 2

2
0
6

]
,
[ 6

2
4
2

]
,
[ 7

4
1
7

]
,
[ 3

4
5
3

]
,
[ 1

0
3
3

]
,
[ 5

0
7
5

]
,

[ 0
2
2
4

]
,
[ 4

2
2
0

]
,
[ 2

6
4
6

]
,
[ 6

6
0
2

]
,
[ 7

0
5
7

]
,
[ 3

0
1
3

]
,
[ 1

4
7
1

]
,
[ 5

4
3
5

]

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (45)

To generate a balanced STTC, the last column of the generator matrix must be selected

anywhere in Z
nT
2n . Thus, G6 can be

[ 4
3
0
2

]
. The generator matrix is

G =

⎡
⎢⎢⎣

4 2 7 0 0 4
0 4 6 4 6 3
4 2 3 4 6 0
4 2 3 0 4 2

⎤
⎥⎥⎦ . (46)
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After the selection of the last column G6, the generated set Λ6 is not a subgroup.
Table 10 shows the code 8 states 8-PSK STTC with 4 transmit antennas presented by Chen
et al. (2002a) and the new generated code which are both balanced. The minimal rank and
the minimal trace d2

E
min

of each code are also presented. The new code has a better trace than

the corresponding Chen’s code. The FER and BER of these two STTCs with 2 and 4 receive
antennas are presented respectively in Figs. 4 and 5. We remark that the new code slightly
outperforms the Chen’s code.

Code G Rank d2
E

min

Chen et al. (2002a)

⎡
⎢⎢⎣

2 4 0 3 2 4
1 6 4 4 0 0
3 2 4 0 4 2
7 2 4 5 4 0

⎤
⎥⎥⎦ 2 16.58

New

⎡
⎢⎢⎣

4 2 7 0 0 4
0 4 6 4 6 3
4 2 3 4 6 0
4 2 3 0 4 2

⎤
⎥⎥⎦ 2 17.17

Table 10. 8 states 8-PSK STTCs with 4 transmit antennas
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Fig. 4. FER of 8 states 8-PSK STTCs with 4 transmit antennas

6. Other new 4-PSK STTCs

Via this new method, other STTCs have been generated. Example of balanced 4-PSK STTCs
are presented in Table 11. The performance of these STTCs is shown in Fig. 6. The codes noted
by ’B’ are balanced, those by ’FB’ are fully balanced and those noted by ’NB’ are not balanced.
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Fig. 5. BER of 8 states 8-PSK STTCs with 4 transmit antennas

nT States Code G d2
E

min

3 32 Chen et al. Chen et al. (2002a)

⎡
⎣ 0 2 2 1 1 2 0 2

2 2 3 2 2 3 0 0
2 0 2 2 2 1 0 0

⎤
⎦ FB 24

New

⎡
⎣ 2 1 2 3 2 3 0 2

2 3 0 2 2 1 0 0
2 1 2 1 0 0 0 2

⎤
⎦ FB 26

4
32 Chen et al. Chen et al. (2002a)

⎡
⎢⎢⎣

0 2 2 1 1 2 0 2
2 2 3 2 2 3 0 0
2 0 3 2 2 1 0 0
2 1 2 0 1 0 0 2

⎤
⎥⎥⎦ NB 36

New

⎡
⎢⎢⎣

2 3 2 1 2 1 0 2
0 2 2 1 2 3 0 3
2 3 2 3 0 0 0 2
2 1 0 2 2 1 0 0

⎤
⎥⎥⎦ B 36

64 Chen et al. Chen et al. (2002a)

⎡
⎢⎢⎣

0 2 3 2 ” 0 3 2
2 2 1 2 3 0 2 0
2 0 0 2 2 3 1 1
1 2 2 0 2 1 3 3

⎤
⎥⎥⎦ NB 38

New

⎡
⎢⎢⎣

1 2 2 0 3 2 1 2
3 2 3 2 2 0 3 2
2 0 1 2 3 2 3 2
1 2 2 0 2 0 2 0

⎤
⎥⎥⎦ B 40

Table 11. 4-PSK STTCs

7. Conclusion

The use of STTCs is an efficient solution to improve the performance of wireless MIMO
systems. However, difficulties arise in terms of computational time to find the best codes
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Fig. 6. FER of 4-PSK STTCs with 2 receive antennas

especially for a great number of transmit antennas. In order to reduce the search-time, this
chapter presents a new and simple method to design balanced STTCs. A balanced STTC is a
STTC which generates the MIMO symbols with the same probability when the binary input
symbols are equiprobable. Each best STTC belongs to this class. Thereby, it is sufficient to
generate only the balanced STTCs to find those with the best performance. Consequently, the
search-time is considerably reduced.
The new method proposed in this chapter is simpler than the first method proposed by Ngo
et al. (2008; 2007) and used only for 4-PSK modulation. Besides, the new method is given for
2n-PSK STTCs and nT transmit antennas. It is based on the generation of the subgroup of Z

nT
2n

which determines a partition of Z
nT
2n in cosets.

Furthermore, several new 4-PSK and 8-PSK balanced STTCs have been proposed. These new
STTCs outperform slightly the best corresponding published codes.
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1. Introduction 
To support realtime multimedia communication, future mobile communications will require 
a high-bit-rate transmission system with high utilization of the frequency spectrum in very 
rich multipath channels [1]. Systems capable of fulfilling this requirement, with features 
such as orthogonal frequency division multiplexing (OFDM) [2], [3] and multiple-input 
multiple-output (MIMO) [4]–[7], have been studied extensively. Furthermore, the use of M-
ary quadrature amplitude modulation (M-ary QAM) with coherent detection helps to meet 
the transmission requirements. Such systems overcome frequency selective fading by using 
a narrowband multiple-carrier signal called a sub-channel. Those systems use sophisticated 
and refined techniques and several of those techniques are usually combined in one system. 
To make full use of the techniques in the system design and achieve high-quality 
transmission, we must design a system taking into consideration wide and detailed 
multipath properties in a domain with time and frequency axes. OFDM works best with a 
lot of narrow bands for the sub-channel. MIMO also requires multipath properties between 
the antennas composing the MIMO antenna, and it requires a low correlation coefficient. M-
ary QAM detection also requires the device to compensate accurately for both the in-phase 
and quadrature (I and Q) components of the sub-channel for the ever-changing multipath 
channel associated with terminal movement, and this is achieved by putting a pilot signal in 
the information data [8].  
Figure 1 shows an example of the sub-channel state of the I and Q components and phase ψ 
(tan-1(Q/I)) as movement in a multipath channel, and Fig. 2 shows the signal state diagram at 
the moment. With movement, the I, Q, and the phase ψ change irregularly as shown by solid 
lines in Fig.1, so we cannot use the sub-channel as a transmission line. Therefore, the sub-
channel needs to be a stable state with compensation by a pilot signal. The states of the sub-
channel compensated every 10Tsy (Tsy: symbol length) in information data, which 
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corresponds to a 0.1λ [m] running distance, are shown by broken lines in Fig. 1, the I and Q 
components become stable, and the sub-channel can then be used as a transmission line. 
This phenomenon in Fig. 2 appears as concentrated points in a small broken circle, so it is 
possible that a received signal with M-ary QAM is detected. The pilot signal is inserted at a 
fixed interval in information data: in particular the pilot signal in a combined system with 
OFDM and M-ary QAM is allocated in a domain with time and frequency axes and there 
must be a high correlation coefficient between pilot signals. This signal allocation is very 
important because it influences transmission efficiency and bit error rate (BER). 
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Fig. 1. Example of sub-channel variations with movement 
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Fig. 2. Signal state diagram with I and Q components in Fig. 1 

What the wireless system design requires in terms of basic multipath properties seems to be 
the correlation of the sub-channel’s I and Q components in a domain with time and 
frequency axes. Many theoretical and experimental studies have been performed on the 
correlation of received signal amplitudes [9]–[12], but the correlation of the I and Q 
components has hardly been studied at all [9]. Furthermore, the ordinary formula for 
amplitude correlation given by Jakes [10] is derived on the basis of the I and Q components 
with a random Gaussian variable in the non-line-of-sight (NLOS) condition. With this in 
mind, we paid attention to the delay profile with actual multipath data in a mobile channel 
and developed an analysis model with a domain having time, frequency, and space (delay 
time) axes to investigate the correlation using the profile [13]. Furthermore, we derived a 
correlation formula for various profile types for the line-of-sight (LOS) and NLOS 
conditions and also verified the theory by computer simulation.  
This chapter is organized as follows. Section 2 describes a propagation model and analysis 
model. Section 3 covers the theoretical study. First, we derive the general correlation 
formula for the I and Q components using a delay profile for LOS or NLOS. Next as 
examples, we derived formulas for delay profiles when the arriving wave has an 
exponentially decreasing amplitude and a random amplitude. Section 4 covers simulation. 
The simulation method and parameters are described and the simulation results are 
presented. The simulation was done for autocorrelation and for frequency correlation on 
time and frequency axes for LOS and NLOS and also done in the domain for those profiles. 
Then, the correlation formulas were evaluated. Finally, section 5 summarizes the results. 

2. Propagation model and analysis model  
A. Propagation model 

In a mobile radio channel, numerous waves arrive at a receiving point via multiple paths, 
with each wave having a certain amplitude, a certain delay time, and a random arrival 
angle. Consequently, the arriving waves interfere with each other and standing waves are 
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produced. Thus, the received signal amplitude varies with terminal movement and has a 
Rayleigh or Nakagami-Rice distribution. An example of the delay profile is shown in Fig. 3 
for the following conditions. 
 

 
 

τ 0                          τ i                         τ m a x 

A
m

p
li

tu
d

e 

h i  

h 0  

 
Fig. 3. Example of delay profile 

i. The number of arriving waves is N+1, the waves are independent of each other, and the 
ith arriving wave is denoted by subscript i, where i=0 means a directive wave and i≥1 
means no directive waves. 

ii.  The waves have an excess delay time τi relative to the directive wave and a maximum 
excess delay time τmax. The τi values are random from τ0 to τmax. 

iii. The amplitude is hi, the power ratio of the directive and nondirective waves is denoted 
by k (K: in dB), and k=0 (K=-∞ dB) means NLOS. Furthermore, the nondirective wave’s 
power is normalized to 1.  

iv. The arrival angle is ξi, the initial phase is φi, and the values are random from 0 to 2π rad. 
B. Multipath channel 

Under the above conditions, the envelope 
⋅
( )cE t, f  of a received signal is given by (1), where 

I (t, fc) and Q (t, fc) express the in-phase (real) and quadrature (imaginary) components of 
⋅
( )cE t, f , respectively. 

 i
N

i
i

h θ
⋅

=

= ∑
0

( ) j  
cE t, f e   

 j= +( ) ( )c cI t, f  Q t, f  (1) 

 
N

c i i
i

I t f h θ
=

= ∑
0

( , ) cos  (2-a) 

 
N

c i i
i

Q t f h θ
=

= ∑
0

( , ) sin  (2-b) 
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 2 ( cos )i c i m i if f tθ π τ ξ φ= − +  (3) 

Here, θi is the path phase of the ith arriving wave, fc is the radio frequency, and fm is the 
maximum fading frequency calculated as v/λ, where v is the moving speed and λ is the 
wavelength. As shown by (2) and (3), the I and Q components are functions of variable θi, 
which is a function of fc, t, and v, for a given delay profile. When the sub-channel bandwidth 
of the system, such as an OFDM system, is f0, we have fc >> f0 since we treat a narrowband 
channel in a multipath environment. Therefore, we treat the frequency separately from fc as 
Δf =nf0 (n: integer). Figure 4 shows an example of an OFDM channel with a lot of sub-
channels in a domain with time (vt) and frequency (nf0): each sub-channel amplitude 
|

⋅
( )cE t, f | changes severely and deeply in the domain. 
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Fig. 4. Example of OFDM channel in multipath condition 
C. Analysis model 

As shown (2), the I (t, fc) and Q (t, fc) depend on θi by (3) for a given delay profile and the θi 
is a function of fcτi and fmt. Therefore, we study the correlation of I (t, fc) and Q (t, fc) by using 
the variables of fmTs (normalized maximum Doppler frequency) on the time axis and  Δfσ (σ: 
delay spread) on the frequency axis. For example, Ts is absolute time t minus relative time T0 
for a directive wave arriving at the receiving point, i.e., Ts= t-T0; Δf is the frequency 
separation from the radio frequency fc, i.e., Δf=f-fc. Furthermore, to simplify the expression of 
those variables, we introduce x=fmTs+Δfσ as a variable of time and frequency. Moreover, we 
choose the origin P0(0,0) and the point under consideration for the correlation P1(fmTs,Δfσ) to 
correspond to x=0 and x=Δx, respectively. Consequently, those points are expressed by P0(0) 
and P1(Δx), and we can calculate the correlation coefficient ρ(Δx) as the correlation between 
P0(0) and P1(Δx). We denote the correlation coefficients for the I and Q components using the 
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symbols ρI(Δx) and ρQ(Δx), respectively. The path phases of the ith arriving wave θi given by 
(3) at P0(0) and P1(Δx) are also represented by (4-a) and (4-b), respectively. 

 (0) 2 ,i c i ifθ π τ φ= +  (4-a) 

 ( ) 2 (( ) cos )i c i m s i ix f f f Tθ Δ π Δ τ ξ φ= + − +  (4-b) 

3. Derivation of correlation coefficients 
A. General formula derivation  

We start by studying the correlation coefficient of the I component. With the variable x, the 
correlation coefficient of the I component is generally expressed by 

 I
I I x I I x

x
I I I x I x

Δ Δ
ρ Δ

Δ Δ
−

=
< > − < > < > − < >2 2 2 2 1/2

( (0) ( ) (0) ( )
( ) .

[{ ( (0)) (0) }{ ( ( )) ( ) }]
 (5) 

Here, the symbol < > means an ensemble average. Under the conditions of the propagation 
model in 2-A and assuming that N is a large of number, we can start to calculate each term 
in (5).  
First, we calculate the terms <I(0)> and <I(Δx)>. Because τi, ξi, and φi have random values, 
the ensemble averages at x=0 and Δx become zero when (4-a) and (4-b) are used to substitute 
for θi in (2-a), so these terms become  

 I I xΔ〈 〉 = 〈 〉 =(0) ( ) 0.  (6) 

Second, we calculate <I(0)2> and <I(Δx)2>. Though the ensemble averages for the product of 
different ith arriving waves vanish since τi, ξi, and φi have random values, those of the same 
ith arriving waves remain as the power, and we get  

 
N

i
i

I I x hΔ
=

〈 〉 = 〈 〉 = 〈 〉∑2 2 2

0

1(0) ( ) .
2

 (7) 

Next, we calculate the term <I(0)I(Δx)>. When we consider τi, ξi, and φi to be random values 
and take an odd function of sine, this term becomes as follows (see appendix A). 

 
N

i i m s i
i

I I x h f f TΔ πΔ τ π ξ
=

〈 〉 = 〈 − 〉∑ 2 '

0

1(0) ( ) cos(2 )cos( 2 cos )
2

 (8) 

Through (6) to (8), we can calculate the denominator and numerator in (5). Both 

I I〈 〉 − 〈 〉2 2(0) (0)  and  I x I xΔ Δ〈 〉 − 〈 〉2 2( ) ( ) in the denominator are 
N

i
i

h
=

〈 〉∑ 2

0

1
2

 by (7) minus (6), so 

the denominator is 
N

i
i

h
=

〈 〉∑ 2

0

1
2

. On the other hand, the numerator becomes 

N

i i m s i
i

h f f TπΔ τ π ξ
=

〈 − 〉∑ 2 '

0

1 cos(2 )cos( 2 cos )
2

 by (6) and (8). Finally, we can rewrite correlation 

coefficient ρI(Δx) in (5) as (9). 
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Equation (9) represents a general correlation coefficient formula for the I component, and it 
is applicable to a delay profile for both LOS and NLOS conditions. 
Next, we study the correlation coefficient of the Q component. It is easy to understand that 
the correlation coefficient of the Q component is given by the same formula (9) as that for 
the I component. The reason is as follows. Since (9) does not contain φi, we can replace φi in 
(3) by φi +π/2 and substitute φi +π/2 for φi in θi for sinθi in (2-b). Consequently, the term sinθi 
becomes cosθi analytically, and the properties of Q(t, fc) then become statistically similar to 
those of I(t, fc). Thus, since we can calculate the correlation coefficients of both the I and Q 
components by using the I component, from here on we treat only the I component, which 
we denote simply as ρ(Δx). 
B. Correlation coefficient in given delay profile 

i) Type 1: Delay profile with exponential distribution  
We first calculate correlation coefficient ρ(Δx) in (9) for a delay profile with an exponential 
distribution, as shown in Fig. 5(a). It has a directive wave with amplitude h0 and excess 
delay time τ0=0 and also has a lot of nondirective waves for which hi decreases exponentially 
according to (10) as excess delay time τ i increases. 

 ( )i i avh h τ τ= −exp ,  (10) 

where h is the amplitude at τ i=0 and τ av is the average excess delay time. Under this 
condition and for the propagation model in 2-A, we analytically derive the correlation 
coefficient formula on the basis of ρ(Δx) in (9). The denominator in (9) is k+1 because the 
power of the nondirective wave was normalized to 1. Furthermore, since τi and ξi are 
independent, the numerator in (9) can be separated into two parts, A1 and B1, as in (11). 

 
N N

i i m s i
i i

A B h f f TπΔ τ π ξ
= =

= 〈 〉〈 − 〉∑ ∑2 '
1 1

0 0

1 cos(2 ) cos( 2 cos )
2

 (11) 

When N is a large number, τmax is large, and hi decreases according to (10), the first term A1 
can be calculated by integrating with respect to τ . As shown in appendix B, it becomes 

 
av

av

A h h f d

k
f

τ

τ
τ τ πΔ τ τ

πΔ τ

= 〈 〉 + −

= +
+

∫
max

min

2 2
1 0

2 2

1 1 exp( 2 / )cos(2 )
2 2

1    .
1 (2 ) ( / 2)

 (12) 

Concerning the second part, B1, it is well known that B1=J0(2πf’mTs), where J0(•) is a zeroth-
order Bessel function of the first kind and fm’ is the maximum fading frequency at fc+Δf. 
Moreover, the value of τav /2 in (12) is equal to delay spread σ when τmax is very large and hi 
becomes very small at τmax. Replacing 2πΔf by s, we finally get the correlation coefficient ρ(Δx). 

 m s

k sx J f T
k

σρ Δ π
+

+
=

+

2 2
'

0

1
(1 )( ) (2 )

1
 (13) 
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(b) Random distribution 
Fig. 5. Delay profile used formula derivation 
ii) Type 2: Delay profile with random distribution  
Next, we calculate the correlation ρ(Δx) for a delay profile with a random distribution, as 
shown in Fig. 5(b). It has a directive wave and a lot of nondirective waves like Fig. 5(a), but 
hi and τi of the nondirective waves are independent. Excess delay time τi has maximum 
value τmax and is random between τmin (close to 0) and τmax. In a similar way to that for type 
1, the denominator in (9) is also k+1, and the numerator in (9) can also be separated into A2 
and B2; moreover, A2 separates into directive and nondirective waves, as shown in (14). 

 '
N N

i i m s i
i i

A B h h f f TπΔ τ π ξ
= =

= 〈 + 〉〈 − 〉∑ ∑2 2
2 2 0

1 0

1 1 cos(2 ) cos( 2 cos )
2 2

 (14) 

In the first ensemble average in (14), the power of a directive wave is k and that of a 
nondirective one is 1; moreover, hi and τi are independent. Therefore, A2 becomes (15) by a 
similar integration to that for type 1 (see appendix C). 

 
N

i
i

fA k f k
f

πΔ τ
πΔ τ

πΔ τ=

= 〈 + 〉 = +∑ max
2

1 max

sin(2 )cos(2 )
2

 (15) 



Correlation Coefficients of Received Signal I and Q Components 

 

289 

B2 in (14) also becomes J0(2πfm’Ts). From the above description, the correlation coefficient 
ρ(Δx) becomes  

 m s

fk fx J f T
k

πΔ τ
πΔ τ

ρ Δ π
+

=
+

max
'max

0

sin(2 )
2( ) (2 ).

1
 (16) 

From (13) and (16), the autocorrelation on the time axis is independent of the delay profile 
and always seems to be a zeroth-order Bessel function of the first kind, J0(•), whenever 
arriving angle ξi has a uniform distribution over 0 to 2π. However, the frequency correlation 
on the frequency axis depends on whether the delay profile is for LOS or NLOS and 
whether it is dependent on or independent of hi and τi. 

4. Simulation 
A. Simulation method  
A computer simulation was performed to verify the correlation coefficient formula derived 
in 3-B. The simulation parameters are listed in Table 1. 
 

Frequency fc 2 GHz 

Number of arriving waves N +1 10+1 

Nakagami-Rice factor K -∞, 5 dB 

Average excess delay time τav 
Maximum excess delay time τmax 

1 μs (type 1) 
2 μs (type 2) 

Effective amplitude  hi -20 dB 

Table 1. Simulation parameters 
Simulation was done to confirm (13) for type 1 with an exponential distribution and (16) for 
type 2 with a random distribution, and it mainly simulated correlations such as 
autocorrelation on the time axis, frequency correlation on the frequency axis, and correlation 
in a domain with time and frequency axes. The correlation was simulated by using the delay 
profile in actually and frequently encountered environments within the propagation model 
in 2-A, such that N was 10, the effective amplitude of arriving wave was -20 dB relative to 
the maximum for a nondirective wave, and the K factor took values of -∞ and 5 dB. For type 
1, the average delay time τav was 1 μs when the statistical delay spread σ was about 0.42 μs 
at K= -∞ dB. For type 2, the maximum delay time τmax was 2 μs and σ was 0.50 μs. The 
simulation was performed on the basis of (2) and (5). Each simulated value of ρ(Δx) was 
calculated from an ensemble average for more than 106 delay profiles. Thus, we performed a 
statistical analysis in the simulation. 
B. Simulation results and considerations 
i) Type 1: Delay profile with exponential distribution  
Figure 6 shows the correlation coefficient simulated using a delay profile with exponential 
distributions of K=-∞ and 5 dB denoted by symbols × and ▲, respectively. Figures 6(a) and 
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(b) are the correlations on the time and frequency axes, i.e., the well known autocorrelation 
and frequency correlation, respectively. In Fig. 6(a), the fine line is the theoretical value of 
ρ(Δx) obtained from (13) by putting Δf =0 or ρ(Δx)=J0(2πf’mTs). The simulated 
autocorrelations for both K=-∞ and 5 dB have almost the same features and agree with the 
theoretical value. This shows that the autocorrelation is independent of the K factor and is 
expressed by J0(2πf’mTs). In Fig. 6(b), the fine and broken lines are theoretical values of ρ(Δx) 

obtained from (13) by putting f’mTs=0 or 
k s

k
σ

+
+

+

2 2
1

(1 )
1

. Here, we note that delay spread σ 

was calculated for NLOS without any directive waves. The frequency correlations for K=-∞ 
and 5 dB have different features, so the correlation depends on the K factor. The simulated  
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Fig. 6. Correlation coefficient (Type 1: exponential distribution) 
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Fig. 7. Correlation coefficient in a domain with time and frequency axes 
(Type 1: exponential distribution , K = -∞ dB) 
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correlation for K= -∞ dB is slightly lower than the theoretical one. We suppose that the 
difference is due to different conditions between the theoretical and simulation models for 
the delay profile, such as the number of waves N and the counted effective amplitude in hi. 
Therefore, we repeated the simulation, changing from N=10 and effective amplitude of -20 
dB to N>100 and effective amplitude of less than -50 dB. As a result, the correlation became 
close to the theoretical one. The above results show that the autocorrelation is independent 
of the K factor, while the frequency correlation depends on the K factor. The correlation 
coefficient in a domain with time and frequency axes for NLOS is shown in Fig. 7. Figure 
7(a) is a bird’s-eye view of ρ(Δx) obtained from (13), which makes it easy to comprehend the 
overall ρ(Δx). We can see that ρ(Δx) has a peak ρ(0)=1 at the origin Δx = 0 and that ρ(Δx) 
becomes smaller with increasing Δx or as f’mTs and Δfσ become larger. Furthermore, ρ(Δx) 
decreases in a fluctuating manner on the time axis, but decreases monotonically on the 
frequency axis. The high area of ρ(Δx) needed to allocate the pilot signal in coherent 
detection, such as ρ(Δx) >0.8, is very small in the domain, whereas the low area needed to 
design the diversity antenna, such as ρ(Δx) <0.5, is spread out widely. Figure 7(b) also shows 
a bird’s-eye view of the simulated correlation; Figs. 7(a) and (b) both exhibit almost the same 
features. Figure 7(c) shows the loci of the theoretical and simulated correlations in a small 
area up to 0.3 on both axes, with contour lines of ρ(Δx). It is easy to compare them. The 
theoretical value on the time axis agrees well with the simulated one, but the theoretical 
value on the frequency axis is slightly higher than the simulated one. The reason for this is a 
different model for the delay profile, as described earlier. We can see from Fig. 7(c) that the 
theoretical value agrees roughly with the simulated one. Furthermore, we note that in Fig. 
7(c), the locus of the correlation coefficient ρ(Δx) seems to be an ellipse with its major axis on 
the time axis and its origin Δx=0 in the domain. 
ii) Type 2: Delay profile with random distribution  
Figure 8 shows the correlation coefficient for a delay profile with random distributions of 
K=-∞ and 5 dB. The values plotted by symbols of × and ▲ in Figs. 8(a) and (b) were 
simulated in a similar way to Fig. 6, and the fine and broken lines show the theoretical 
value of ρ(Δx) obtained from (16) by putting Δf =0 for autocorrelation or ρ(Δx)=J0(2πf’mTs) 

and by putting f’mTs=0 for frequency correlation or 

fk f
k

πΔ τ
πΔ τ+

+

max

max

sin(2 )
2

1
. As shown 

in Fig. 8(a), the simulated autocorrelations for both K=-∞ and 5 [dB] have almost the same 
features and agree well with the theoretical values, so the correlation seems to be 
independent of the K factor. On the other hand, the simulated frequency correlations for 
K=-∞ and 5 dB in Fig. 8(b) have different features that also depend on the K factor. The 
simulated and theoretical values agree well. 
The correlation coefficient in a domain with time and frequency axes for NLOS is shown 
in Fig. 9 by a similar method to that for Fig. 7. Figure 9(a) is a bird’s-eye view of the 
theoretical value of ρ(Δx) obtained from (16). We can also see that ρ(Δx) has a peak ρ(0)=1 
at the origin Δx = 0, and ρ(Δx) becomes smaller with increasing Δx. However, in this case, 
ρ(Δx) decreases in a fluctuating manner not only on the time axis, but also on the 
frequency axis. The high area of ρ(Δx) in the domain, such as ρ(Δx) >0.8, is larger than that 
for an exponential distribution; the low area, such as ρ(Δx) <0.5, is spread out widely. 



Correlation Coefficients of Received Signal I and Q Components 

 

293 

Figure 9(b) is the simulated correlation, which exhibits similar features to the theoretical 
one in Fig. 9(a). Figure 9(c) shows the loci of the theoretical and simulated correlations. 
The theoretical value in the domain agrees well with the simulated ones. For a delay 
profile with random distribution, the locus of correlation coefficient ρ(Δx) is also an ellipse 
in the domain. 
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Fig. 8. Correlation coefficient (Type 2 : random distribution) 
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(b) Bird’s-eye view (simulation) 
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Fig. 9. Correlation coefficient in a domain with time and frequency axes 
(Type 2: random distribution , K = -∞ dB) 
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5. Conclusion 
An analysis model having a domain with time, frequency, and space axes was prepared to 
study the correlation coefficients of the I and Q components in a mobile channel, which are 
needed in order to allocate a pilot signal with M-ary QAM detection, such as in an OFDM 
system, and to compose antennas in the MIMO technique. For a multipath environment, the 
general correlation coefficient formula was derived on the basis of a delay profile with and 
without a directive wave, and as examples, the formulas for delay profiles with exponential 
and random distributions were then derived. The formulas exhibit some interesting 
features: the autocorrelation on the time axis is independent of the K factor and is expressed 
by J0(2πf’mTs), but the frequency correlation depends on the K factor and delay profile type. 
The locus of a fixed value correlation is an ellipse in the domain with time and frequency 
axes. The correlations were also shown in the domain using bird’s-eye views for easy 
comprehension. Furthermore, computer simulation was performed to verify the derived 
formulas and the theoretical and simulated values agree well. Therefore, it is possible to 
estimate logically the pilot signal allocation of M-ary QAM in OFDM and antenna 
construction for MIMO in the domain. 

6. Appendix 
6.1 Appendix A   derivation of (8) 
Under the conditions of the propagation model in 2-A and assuming that N is a large 
number, <I(0)I(Δx)> is analyzed as follows. It is separated into terms of the same ith and 
other ith arriving waves, as shown in (17). 
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Furthermore, the second term in (17) vanishes because the values of τi , ξi, and φi for the ith 
wave and τj, ξj, and φj for the jth wave are independent of each other and are also random 
values, and the sum of the products of cosθi and cosθj then becomes zero. With this in mind 
and considering the small values of Δfτi and fm’Ts , the first term of (17) is modified as (18) to 
(20) by using, for example, a transforming trigonometric function, τi , ξi, and φi with random 
values, and an odd function of sine. In this procedure, the second terms in (18) and (19) also 
vanish, so we finally get (20) as the result for <I(0)I(Δx)>. 
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6.2 Appendix B   derivation of (12) 
In the first term A1 in (11), we change A1 to (21) because the directive wave’s amplitude h0 is 
usually much larger than that of the nondirective one and because τ0=0. Moreover, the 
amplitude hi of the ith arriving wave depends on excess delay time τi according to (10). So 
by substituting (10) for hi, we can rewrite (21) as (22). 
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We try to calculate by replacing the ensemble average of the second term in (22) by 
integration with respect to τi assuming a large N. As a result, we get (23) assuming τmin is 
close to 0 and τmax is large. 
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Furthermore, we need to adjust h in (23) to a normalized power of 1 when N and τmax are 
large, so we get 
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Consequently, the numerator of the second term in (23) should be 1. Furthermore, 

considering h2
0

1
2

, we get (25). 
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6.3 Appendix C   derivation of (15) 
We calculate the ensemble average of A2 in (14) in a similar manner to that for (23) by 
integrating with the provability density function 1/τmax of τ. Considering the independence 
of hi and τi and the power of the directive and nondirective waves, or k and 1, we get (26). 
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1. Introduction

Adaptive channel equalization without a training sequence is known as blind equalization
[1]-[11]. Consider a complex baseband model with a channel impulse response of cn. The
channel input, additive white Gaussian noise, and equalizer input are denoted by sn, wn
and un, respectively, as shown in Fig. 1. The transmitted data symbols, sn, are assumed to
consist of stationary independently and identically distributed (i.i.d.) complex non-Gaussian
random variables. The channel is possibly a non-minimum phase linear time-invariant filter.
The equalizer input, un = sn ∗ cn + wn is then sent to a tap-delay-line blind equalizer,
fn, intended to equalize the distortion caused by inter-symbol interference (ISI) without a
training signal, where ∗ denotes the convolution operation. The output of the blind equalizer,
yn = f �n ∗ un = sn ∗ hn + f �n ∗ wn, can be used to recover the transmitted data symbols,
sn, where � denotes complex conjugation and hn = f �n ∗ cn denotes the impulse response
of the combined channel-equalizer system whose parameter vector can be written as the
time-varying vector hn = [hn(1), hn(2), . . .]T with M arbitrarily located non-zero components
at a particular instant, n, during the blind equalization process, where M = 1, 2, 3, . . ..
For example, if M = 3 and IM = {1, 2, 5} is any M-element subset of the integers, then
hn = [hn(1), hn(2), 0, 0, hn(5), 0 . . . 0]T is a representative value of hn.

Fig. 1. A complex basedband-equivalent model.

The constant modulus algorithm (CMA) is one of the most widely used blind equalization
algorithms [1]-[3]. CMA is known to be phase-independent and one way to deal with its phase
ambiguity is through the use of a carrier phase rotator to produce the correct constellation
orientation, which increases the complexity of the implementation of the receiver. Moreover,
for high-order quadrature amplitude modulation (QAM) signal constellations (especially for
cross constellations such as 128-QAM, in which the corner points containing significant phase
information are not available), both the large adaptation noise and the increased sensitivity
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to phase jitter may make the phase rotator spin due to the crowded signal constellations
[10]-[13]. Wesolowski [4], [5] Oh and Chin [6], and Yang, Werner and Dumont [7], proposed
the multimodulus algorithm (MMA), whose cost function is given by

JMMA = E{[y2
R,n − R2,R]2}+ E{[y2

I,n− R2,I ]2} (1)

where yR,n and yI,n are the real and imaginary parts of the equalizer output, respectively,
while R2,R and R2,I are given by R2,R = E[s4

R,n]/E[s2
R,n] and R2,I = E[s4

I,n]/E[s2
I,n], in which

sR,n and sI,n denote the real and imaginary parts of sn, respectively. Decomposing the cost
function of the MMA into real and imaginary parts thus allows both the modulus and the
phase of the equalizer output to be considered; therefore, joint blind equalization and carrier
phase recovery may be simultaneously accomplished, eliminating the need for an adaptive
phase rotator to perform separate constellation phase recovery in steady-state operation. The
tap-weight vector of the MMA, fn, is updated according to the stochastic gradient descent
(SGD) to obtain the blind equalizer output yn = fHn un

fn+1 = fn − μ · ∇JMMA = fn − μ · ∂JMMA

∂f�n
= fn − μ · e�n · un (2)

where un = [un+l, . . . , un−l]T and en = eR,n + jeI,n in which eR,n = yR,n · [y2
R,n − R2,R], eI,n =

yI,n · [y2
I,n− R2,I ] and L = 2l + 1 is the tap length of the equalizer.

The analysis in [9], which concerns only the square constellations, indicates that the MMA can
remove inter-symbol interference (ISI) and simultaneously correct the phase error. However,
when the transmitted symbols are drawn from a QAM constellation having an odd number
of bits per symbol (N = 22i+1, i = 2, 3, . . .), the N-points constellations can be arranged into
an oblong constellation [14], [15] so long as E[s2

R,n] �= E[s2
I,n] is satisfied. For example, Fig. 2

illustrates a 128-QAM arranged by oblong (8× 16)-QAM with the required average energy
of 82. The conventional 128-cross QAM constellations with the required average energy of 82
can be obtained from a square constellation of 12 × 12 = 144 points by removing the four
outer points in each corner as illustrated in Fig. 3 [7]. Notably, the distance between two
adjacent message points in the oblong constellations illustrated in Fig. 2 has been modified
to be 1.759 instead of 2 as in the conventional cross 128-QAM, so that the average energies
required by both cross and oblong constellations are almost identical. In this chapter, the
oblong constellation illustrated in Fig. 2 is used as an example to demonstrate that the MMA
using asymmetric oblong QAM constellations with an odd number of bits per symbol may
significantly outperform its cross counterpart in the recovery of the carrier phase introduced
by channels, without requiring additional average transmitted power. We use the term
asymmetric because the oblong QAM is not quadrantally symmetric, i.e., E[s2

R,n] �= E[s2
I,n], and

as a consequence E[s2
n] �= 0. Although reducing the distance between adjacent message points

in the proposed oblong constellation in Fig. 2 may increase the steady-state symbol-error
rate (SER) or mean-squared error (MSE) of the adaptive equalizer, this chapter is concerned
with the unique feature of fast carrier phase recovery associated with the MMA using oblong
constellations during blind equalization process owing to its non-identical nature of the real
and imaginary parts of the source statistics.

2. Analysis of MMA using oblong constellations

This section presents an analysis of the MMA using oblong QAM constellations from the
perspective of its stationary points. Our analytical results demonstrate that the four saddle
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Fig. 2. Oblong constellations for 128-QAM sources.

points existing in the square and cross constellations along θ(k) = π/4, 3π/4, 5π/4, 7π/4
are absent when using oblong constellations. Consequently, the frequency of being
attracted towards the vicinity of the saddle points, around which the MMA exhibits slow
convergence, before converging to the desired minimum, is significantly reduced when using
oblong constellations. The use of oblong constellations may thus accelerate the magnitude
equalization process during the transient operation.

2.1 MMA Cost function of oblong constellations
After some algebraic manipulation, the expansion of the MMA cost function in (1) for
a complex i.i.d. zero-mean QAM source (for square, cross, and oblong constellations) with
each member of the symbol alphabet being equiprobable, and a complex baseband channel
excluding additive channel noise, can be written in the combined channel-equalizer space hn
as

JMMA =
1
4
· �{E[s4] ·∑

i
h4(i) + 3E2[s2] ·∑

i
∑
l �=i

h2(i)h2(l)}+
3
4
(ksσ

4
s ·∑

i
|h(i)|4

+ 2σ4
s ∑

i
∑
l �=i
|h(i)|2|h(l)|2 + E2[s2] ·∑

i
∑
l �=i

h2(i)(h2(l))∗)− R2,R · (�{E[s2] ·∑
i

h2(i)} (3)

+σ2
s ·∑

i
|h(i)|2)− R2,I · (−�{E[s2] ·∑

i
h2(i)}+ σ2

s ·∑
i
|h(i)|2) + R2

2,R + R2
2,I

where σ2
s = E[|sn|2] = E[s2

R,n] + E[s2
I,n] and ks = E[|sn|4]/σ4

s is the source kurtosis. The
first term of (3), (1/4) · �{E[s4] · ∑i h

4(i)}, which is related to the fourth-order statistics (or
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Fig. 3. cross constellations for 128-QAM sources.

fourth-power phase estimator) in [12], [13], [16]-[18] containing the phase information and is
absent from the CMA cost function, allows the MMA to recover a possible phase rotation
of the equalizer output. Note that when there is no possibility of confusion, the notation is
simplified by suppressing the time index n, so for example, sn � s = sR + jsI and hn(k) � h(k).
Terms sR and sI are assumed to be uncorrelated, and both are zero-mean, sub-Gaussian (such
that E[|s|4] − 2E2[|s|2] − |E[s2]|2 < 0). The values of the source statistics of, for example,
the oblong (8 × 16)-QAM can be computed to be E[s2

R] = 65.08 and E[s2
I ] = 16.08. For

convenience of mathematical analysis, (3) can also be expressed in the following polar space

with [r(k), θ(k)] = [
√

h2
R(k) + h2

I (k), tan−1(hI(k)/hR(k))], where h(k) = hR(k) + jhI(k),

JMMA =
1
4
E[s4] ·∑

i
r4(i) cos 4θ(i) +

3
2
· E2[s2] · (∑

i
∑
l �=i

r2(i)r2(l) cos[2θ(i)] cos[2θ(l)])

+
3
4
· ksσ

4
s ∑

i
r4(i) +

3
2
· σ4

s ∑
i

∑
l �=i

r2(i)r2(l)− R2,R · [(E[s2
R]− E[s2

I ]) ·∑
i

r2(i) cos 2θ(i) (4)

+σ2
s ·∑

i
r2(i)]− R2,I · [−(E[s2

R]− E[s2
I ]) ·∑

i
r2(i) cos 2θ(i) + σ2

s ·∑
i

r2(i)] + R2
2,R + R2

2,I

Notably, for oblong constellations, R2,R �= R2,I , E[s4
R] �= E[s4

I ], E[s2
R] �= E[s2

I ] and E2[s2] =
E2[s2

R] + E2[s2
I ]− 2E[s2

R]E[s2
I ] �= 0. This asymmetric nature makes the major difference between

an oblong constellation and a square (or cross) constellation, since the shape of their resulting
MMA cost surfaces would be significantly different, as is revealed later in this chapter.
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2.2 Stationary points of MMA using oblong constellations
The equalizer is assumed to be either doubly-infinite in length as in [8] or of finite-length
fractionally spaced as in [3] under the equalizability conditions. The set of stationary points of
the MMA for oblong constellations considering M ≥ 1 can be obtained by setting the gradient
of JMMA in (4) to zero, such that ∇JMMA = r ∂JMMA

∂r(k) + Θ
r(k)

∂JMMA
∂θ(k) = 0. The components of the

gradients are

∂JMMA

∂r(k)
= E[s4] · r3(k) · cos 4θ(k) + 6E2[s2] · r(k) · cos 2θ(k) · (∑

l �=k
r2(l) · cos 2θ(l))

+ 3ks · σ4
s · r3(k) + 6r(k) · σ4

s · ∑
l �=k

r2(l)− 2R2,R · r(k) · {[(E[s2
R]− E[s2

I ]) (5)

· cos 2θ(k)] + σ2
s } − 2R2,I · r(k) · {−[(E[s2

R]− E[s2
I ]) · cos 2θ(k)] + σ2

s }
∂JMMA
∂θ(k)

= −E[s4] · [sin 4θ(k)] · r4(k)− 62[s2] · r2(k) · [sin 2θ(k)] · (∑
l �=k

r2(l) · cos 2θ(l)) (6)

+2 sin 2θ(k) · (E[s2
R]− E[s2

I ]) · (R2,R − R2,I) · r2(k)

where we set each to zero. Clearly, one stationary point is at r(k) = 0. For r(k) > 0, (6) yields
both sin 4θ(k) = 0 and sin 2θ(k) = 0 or

θ(k) =
nπ

2
, (n = 0, 1, 2, 3) (7)

which reveals the location of the four stationary points of using the oblong constellations. This
is in contrast to the square (or cross) constellations, for which R2,R = R2,I and E[s2

R] = E[s2
I ]

such that the last two terms of (6) are both zero. Therefore, only sin 4θ(k) = 0 is required and,
consequently,

θ(k) =
nπ

4
, (n = 0, . . . , 7) (8)

The four stationary points given in (7) are now located. Substituting θ(k) ∈ {0, π} and θ(l) ∈
{0, π} (such that cos 2θ(k) = cos 2θ(l) = 1) into (5) yields

4r2
+(k)(E[s4

R] + E[s4
I ]) + 12(E2[s2

R] + E2[s2
I ]) ·∑

l �=k
r2
+(l)− 4E[s4

R]− 4E[s4
I ] = 0, k = 1, . . . , M (9)

where we have used E[s4] = E[s4
R] + E[s4

I ] − 6E[s2
R] · E[s2

I ]. Similarly, substituting θ(k) ∈
{π/2, 3π/2} and θ(l) ∈ {π/2, 3π/2} (such that cos 2θ(k) = cos 2θ(l) = −1) into (5) yields

4r2−(k)(E[s4
R] + E[s4

I ]) + 12(E2[s2
R] + E2[s2

I ]) ·∑
l �=k

r2−(l)− 4R2,R · E[s2
I ]− 4R2,I · E[s2

R] = 0, k = 1, . . . , M (10)

Clearly, (9) and (10) give r2
+(1) = r2

+(2) = . . . = r2
+(M) and r2−(1) = r2−(2) = . . . = r2−(M),

respectively. Consequently, (9) and (10) given k = M suffice to determine r2
+(M) and r2−(M):

r2
+(M) =

E[s4
R] + E[s4

I ]
E[s4

R] + E[s4
I ] + [3(M− 1)] · (E2[s2

R] + E2[s2
I ])

(11)

r2−(M) =
R2,R · E[s2

I ] + R2,I · E[s2
R]

E[s4
R] + E[s4

I ] + [3(M− 1)] · (E2[s2
R] + E2[s2

I ])
(12)
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The following form for the four stationary points along θ(k) = 0, π/2, π, 3π/2 for each of the
M non-zero components of hn (for oblong constellations only) can thus be derived

|h(k)|2 = [r2
+(M) ∑

i∈In,θ(k)∈{0,π}
δ(k− i)] + [r2−(M) ∑

i∈In,θ(k)∈{π
2 , 3π

2 }
δ(k− i)] (13)

Notably, since the four stationary points for each element of hn have precisely the same
location in the [hR(k), hI(k)] plane for a given M, the four stationary points given in (13) may
be viewed as the stationary points in terms of the overall vector hn in the MMA cost in (3)
under the common hR(k) and hI(k) space denoting the real and imaginary parts of h(k).

2.3 Two special cases: Square and cross constellations
For the special cases of both square and cross constellations, i.e., R2,R = R2,I , E[s2

R] = E[s2
I ]

and E[s4
R] = E[s4

I ], (4) reduces to the following cost function

JMMA =
1
4
E[s4] ·∑

i
r4(i) cos 4θ(i) +

3
4
[ksσ

4
s ∑

i
r4(i) + 2σ4

s ∑
i

∑
l �=i

r2(i)r2(l)] (14)

−2σ2
s · R2,R ·∑

i
r2(i) + 2(R2,R)2

It has been shown in [9] that the following form for all possible stationary points of the MMA
(for square and cross constellations), except for r(k) = 0, can be expressed as

|hM(k)|2 = [r2±(M) ∑
i∈In,θ(k)∈{0, π

2 ,π, 3π
2 }

δ(k− i)] + [r2×(M) ∑
i∈In,θ(k)∈{π

4 , 3π
4 , 5π

4 , 7π
4 }

δ(k− i)] (15)

where r2±(M) = E[s4
R]/(E[s4

R] + [3(M − 1)] · E2[s2
R]) and r2×(M) = 2E[s4

R]/(E[s4
R] + [3(2M −

1)] · E2[s2
R]). Figure 4 depicts the MMA cost surface for a cross 128− QAM input for M = 1.

Notably, both r2
+(M) in (11) and r2−(M) in (12) reduce to r2±(M) when E[s2

R] = E[s2
I ] and

E[s4
R] = E[s4

I ].

2.4 Unstable equilibria of MMA when M ≥ 2
If the distribution of sn is sub-Gaussian, then all the pre-specified hn (with the associated
IM) with the stationary points shown in (13), for M ≥ 2, can be shown to be unstable
equilibria (saddle points) by applying the concept proposed by Foschini [8]. Consequently,
all the vectors hn, M = 2, 3, . . ., are saddle points. The locations of the four stationary points
at [±r+(M), 0] and [0,±r−(M)] for hn with the (8× 16)−QAM source for different M can be
computed by using (11) and (12). For example, r+(10) = 0.249, r−(10) = 0.17; r+(5) = 0.36,
r−(5) = 0.245; r+(2) = 0.611, r−(2) = 0.416; r+(1) = 1, r−(1) = 0.68. Clearly, the four saddle
points are located nearer the origin as the number of non-zero components of hn rises. As M
decreases during the blind equalization process, the locations of the four saddle points for hn
move dynamically away from the origin in four mutually perpendicular directions. The four
saddle points eventually converge as M → 1 to [±1, 0] and [0,±r−(1)], where the former two
stationary points become the only two global minima, and the latter two are still two saddle
points.
When compared with (8) and (15), the result in (7) and (13) is significant, since it implies
that, for M ≥ 2 (during the transient (or startup) mode operation), the number of saddle
points is only half those of the square and cross constellations when the oblong constellations
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Fig. 4. MMA cost surface for 128-cross input as a function of hR(k) and hI(k) for M = 1

are adopted (i.e., the four saddle points existing in square and cross constellations along
θ(k) = π/4, 3π/4, 5π/4, 7π/4 disappear). Consequently, the frequency of attraction toward
the vicinity of the saddle points, around which it exhibits slow convergence, before converging
to the desired minimum, is significantly diminished when using oblong constellations.
Accordingly, using oblong constellations may accelerate the magnitude equalization (or residual
ISI removing) process during the transient mode operation.

2.5 Local maximum and local minimum of MMA when M ≥ 2
Computer simulations performed in this study demonstrate that once blind equalization
started, a non-zero component of hn with maximum magnitude square, r2(k), rose, and the
sum of the magnitude squared of the remaining M − 1 nonzero components, ∑l �=k r

2(l),
fell rapidly, eventually diminishing to zero. The non-zero component of hn with maximum
magnitude square is called " h(k) with maximum modulus" in the remainder of this chapter. This
chapter focuses on the MMA cost in terms of h(k) with maximum modulus, which indicates
the performance of the MMA during the transient mode operation (M ≥ 2). To discover
how h(k) with maximum modulus evolves during the transient operation when the MMA
adopts the oblong QAM based on the SGD, the MMA cost can be considered in terms of h(k)
with maximum modulus alone by substituting the approximations ∑k ∑l �=k r

2(k)r2(l) ∼= 0,
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∑l r
4(l) ∼= r4(k), and ∑l r

2(l) ∼= r2(k) (i.e., the sum of magnitude square of the remaining
(M − 1) non-zero components of hn are very small once the MMA begins functioning) into
(4).
From (5) and (6), one stationary point is located at the origin. The second derivative can be
shown that when M ≥ 2, ∇2 JMMA

∼= 12 · ksσ
4
s · r2(k) − 4 · σ2

s · [R2,R + R2,I ]. Substituting
r2(k) = 0 into the above equation, yields ∇2 JMMA

∼= −4 · σ2
s · [R2,R + R2,I ] < 0, because the

situation involving h(k) with maximum modulus at the origin is our concern. The origin thus
corresponds to a local maximum in the MMA cost function in terms of h(k) with maximum
modulus alone during the transient mode operation. However, the origin corresponds to a
local minimum in the MMA cost function in terms of h(l), l �= k (i.e., the remaining M − 1
nonzero components of hn), during the transient mode operation, provided that∇2 JMMA > 0
at the origin (or r2(k) > [R2,R + R2,I ] · σ2

s /3ksσ
4
s
∼= 0.3868) for oblong (8× 16)-QAM input.

2.6 Desired global minima of MMA when M = 1
When M → 1 (as in steady-state mode), the combined channel-equalizer impulse response
vector hn = [0, . . . , 0, h(k), 0, . . . , 0]T can be shown to be the only set of minima. The
set of all possible stationary points of vector hn for oblong constellations given M = 1
can be summarized as (i) r(k) = 0; (ii) r+(k) = 1, θ(k) = 0 or π; (iii) r2−(k) =
R2,R ·E[s2

I ]+R2,I ·E[s2
R]

E[s4
R]+E[s4

I ]
, θ(k) = π/2 or 3π/2 by substituting M = 1 into (11) and (12). Examining

the second derivative of the cost function in (4) indicates that for a sub-Gaussian input,

[hR(k), hI(k)] = [0, 0], [hR(k), hI(k)] = [±1, 0] and [hR(k), hI(k)] = [0,±
√

R2,R·E[s2
I ]+R2,I ·E[s2

R]
E[s4

R]+E[s4
I ]

]

correspond to a local maximum, local (hence global) minima and two saddle points,
respectively. Notably, the finding that [1, 0] and [−1, 0] are the only two global minima reveals
that any phase error within 180◦ can be correctly detected when using oblong constellations.
This finding contrasts with equalizer output with a 90◦ phase ambiguity when using the
quadrantally symmetric QAM square and cross constellations because phase errors that
are multiples of 90◦ are undetectable. Figure 5 depicts the MMA cost surface for oblong
(8× 16)−QAM input with M = 1 in (3) such that hn = [0, . . . , 0, hR(k) + jhI(k), 0, . . . , 0]T.
Even for M ≥ 2 , the MMA cost function in (4) can be visualized in terms of each non-zero
element of hn having four saddle points along θ(k) = 0, π/2, π, 3π/2. More specifically, there
is one local maximum at the origin in terms of h(k) with maximum modulus and one local
minimum at the origin in terms of h(l), l �= k, provided that r2(k) > 0.3868, explaining
why h(k) with maximum modulus moves toward [±r+(M), 0], rather than the origin, while
the remaining M − 1 nonzero components of hn move toward the origin, based on the SGD
method, during the transient operation.

3. Carrier phase tracking capability

This section presents two superior phase tracking capabilities of the oblong constellation.
First, when using the MMA with the oblong QAM based on the SGD, h(k) with maximum
modulus automatically moves toward the stationary points at [r+(M), 0] and [−r+(M), 0],
respectively, when −90◦ < θ(k) < 90◦ and 90◦ < θ(k) < 270◦ , once the magnitude of h(k)
with maximum modulus is large enough during the transient mode operation. Meanwhile,
the remaining M − 1 nonzero components of hn tend to diminish, and the two stationary
points at [r+(M), 0] → [1, 0] and [−r+(M), 0] → [−1, 0] automatically become the only two
global minima when M → 1. Second, an oblong constellation permits much faster phase
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Fig. 5. MMA cost surface for (8× 16)−QAM input as a function of hR(k) and hI(k) for
M = 1

acquisition and tracking rates than a cross constellation, because the shape of the cost surface
of the oblong constellation inherently has a much steeper average gradient toward the two
global minima than the cross constellation.

3.1 Dynamic phase tracking using −∇θ JMMA

We start by rewriting (6) as ∂JMMA
∂θ = 2 sin 2θ(k){F · r2(k) − A · r4(k) cos 2θ(k) − 3B · r2(k) ·

∑l �=k r
2(l) · cos 2θ(l)}, where, for notational simplicity, A = E[s4], B = E2[s2], and F =

{E[s2
R]− E[s2

I ]} · [R2,R − R2,I ]. For the special cases of square and cross constellations, F = 0
and B = 0 leading to ∇θ = Θ

r(k)
∂JMMA
∂θ(k) = −E[s4] · r3(k) · sin 4θ(k), which is exactly the

result shown in [9] for the square QAM during the transient operation. This section is mainly
concerned with the magnitude of h(k) with maximum modulus [i.e., r(k) = max(|h(k)|)] and

its corresponding phase θ(k) = tan−1 hI(k)
hR(k) . If C = {F · r2(k)− A · r4(k) cos 2θ(k)− 3B · r2(k) ·

∑l �=k r
2(l) · cos 2θ(l)} > 0 can be proved, then the sign of ∂JMMA

∂θ(k) = 2 sin 2θ(k) ·C is determined
entirely by sin 2θ(k). Hence, the non-zero component of hn with maximum modulus based on
the SGD in (2) can be readily shown to move toward the stationary points along θ(k) = 0 and
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θ(k) = 180◦ , respectively, when −90◦ < θ(k) < 90◦ and 90◦ < θ(k) < 270◦ , as shown in Fig.
6(a), provided that C > 0.
We consider the strictest condition when cos 2θ(l) = 1, for l �= k and, consequently, C may be
rewritten as C = {F · r2(k)− A · r4(k) cos 2θ(k)− 3B · r2(k) ·∑l �=k r

2(l)}. In order to obtain the
condition of the size of r2(k) required for C > 0 [see (16) below], E[|y|2] ∼= E[|s|2] was assumed
to be satisfied (i.e., magnitude equalization was successfully accomplished with the constant
power constraint). Consequently, ∑l �=k r2(l) ∼= 1 − r2(k) was obtained by using E[|y|2] =
E[|s|2] · ∑l r

2(l) [30]. This assumption is justifiable because one unique feature of the MMA
is that its magnitude equalization and carrier phase recovery remain simultaneously effective
once it starts functioning. However, this carrier phase recovery takes much longer than the
magnitude equalization, which might be almost accomplished in fewer than 1500 iterations,
in contrast to 10000 iterations or even more (e.g., for 128-QAM) for the carrier phase recovery.
Consequently, the MMA might still produce a high SER, because the equalizer output
still exhibits a large phase rotation even once the magnitude equalization has almost been

accomplished (ISI ≤ −20dB), where ISI is defined as ISI(dB) = 10 log{∑k |h(k)|2−max(|h(k)|2)
max(|h(k)|2) }.

By using the approximation, ∑l �=k r2(l) ∼= 1 − r2(k), it is straightforward to show that the
condition for C > 0 is

r2(k) = h2
R(k) + h2

I (k) >
3B− F

3B− A · cos 2θ(k)
(16)

Consequently, the MMA using the oblong QAM based on the SGD moves toward θ(k) = 0◦
and θ(k) = 180◦ when −90◦ < θ(k) < 90◦ and 90◦ < θ(k) < 270◦ , respectively. Equation
(16) reveals that the carrier phase recovery, and the tracking of any frequency offset of
the MMA using the oblong QAM, hinges on the success of magnitude equalization. To
give a rough idea of the size of r2(k) required to satisfy (16), thus allowing carrier phase
recovery to be undertaken and allowing the equalizer to be switched to the decision-directed
mode, let θ(k) → 0 (or θ(k) → π) such that the blind equalizer is transitioning to phase
recovery regime. Then cos 2θ(k) approximates unity and (16) becomes r2(k) ∼= h2

R(k) >
(3B − F)/(3B − A), which equals around 0.54 for (8 × 16) − QAM input. The condition in
(16) becomes increasingly strict as θ(k) → 0 (or θ(k) → π). For example, if θ(k) = π/6 , then
r2(k) > 0.459 for the (8× 16)− QAM input. Simulation results confirm that the condition in
(16) is almost immediately satisfied as long as the channel is well equalized by choosing an
appropriate step-size parameter. By contrast, for the square and cross constellations, h(k) with
maximum modulus unconditionally moves toward the four stationary points at [±r±(M), 0] or
[0,±r±(M)], as long as E[s4] < 0, which is valid for most sub-Gaussian source (other than
8-PSK, 4-PSK, and V.29 modem [28]), as shown in Fig. 6(b), since for these two special cases,
F = 0, B = 0 and A < 0, (16) becomes r2(k) > 0, which is naturally satisfied. Also note
that the narrower the constellations (e.g., (4× 32)−QAM input) is used, the condition in (16)
becomes stricter. As an example, for the (4 × 32) − QAM input, (16) becomes r2(k) > 0.95
when θ(k) → 0. This result reveals that the use of a very narrow oblong constellation may not
yield satisfactory phase tracking capability.

3.2 Fast carrier phase recovery
The average slope (i.e., the average gradient) of the MMA cost surface using oblong
constellation, in terms of h(k) with maximum modulus alone, from saddle point [0, r−(M)]
toward [r+(M), 0], was compared with that of the cross constellation from saddle point
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Fig. 6. Trajectory of h(k) with maximum modulus using SGD for (a) oblong QAM and (b)
square and cross QAM.

(1/
√

2) · [r×(M), r×(M)] toward [r±(M), 0] in order to compare their phase tracking speeds.
This is because the rate of phase tracking hinges on the diminishing rate of the imaginary
part of h(k) with maximum modulus, which eventually diminishes to zero when the phase
rotation is fully recovered. Notably, due to the 180◦ symmetric QAM oblong constellation and
the quadrantally symmetric QAM cross constellations, exactly the same results would have
been obtained using the slope from the other saddle point [0,−r−(M)] to [±r+(M), 0] for
the oblong constellation, and the slope from (1/

√
2) · [±r×(M),±r×(M)] to [±r±(M), 0] or

[0,±r±(M)] for the cross constellation.
The average slope between two points at [a, b] and [c, d] in the MMA cost surface in terms of
h(k) with maximum modulus alone is defined as slope = JMMA[a,b]−JMMA[c,d]√

(a−c)2+(b−d)2
, where JMMA[a, b]

is calculated by substituting [a, b] into the MMA cost function in (4) (for oblong constellation)
or in (14) (for cross constellation) by using the approximations ∑l r

2(l) ∼= r2(k), ∑l r
4(l) ∼=

r4(k), and ∑k ∑l �=k r2(k)r2(l) ∼= 0 (i.e., the sum of magnitude square of the remaining (M− 1)
non-zero components of hn are very small once the MMA begins functioning). The average
slope of the MMA cost from [0, r−(M)] to [r+(M), 0] for the oblong constellation and the
average slope of the MMA cost from (1/

√
2) · [r×(M), r×(M)] to [r±(M), 0] for the cross

constellation can be approximated as, respectively,

slopeobl =
JMMA[0, r−(M)]− JMMA[r+(M), 0]√

r2
+(M) + r2−(M)

=
A√

r2
+(M) + r2−(M)

(17)

and

slopecross =
JMMA[ r×(M)√

2
, r×(M)√

2
]− JMMA[r±(M), 0]√

[ r×(M)√
2
− r±(M)]2 + [ r×(M)√

2
− 0]2

(18)
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=
B√

r2×(M) + r2±(M)−√2 · r±(M) · r×(M)

where A = (−1/4) · E[s4] · [r4
+(M)− r4−(M)] + (3/4) · ksσ

4
s · [r4−(M)− r4

+(M)]− [R2,R + R2,I ] ·
σ2
s · [r2−(M) − r2

+(M)] + [E[s2
R] − E[s2

I ]] · [R2,R − R2,I ] · [r2−(M) + r2
+(M)] and B = (−1/4) ·

E[s4] · [r4×(M) + r4±(M)] + (3/4) · ksσ
4
s · [r4×(M) − r4±(M)] − 2 · R2,R · σ2

s · [r2×(M) − r2±(M)].
Comparison of A with B term by term indicates that the first three terms of both A and B
are similar. However, the dominating term, which is the last term in A, contributes to the
large average slope of the MMA cost surface of using the oblong constellation, owing to its
asymmetric nature of E[s2

R] > E[s2
I ] and R2,R > R2,I inherent in the oblong constellation. The

ratio between the slopes of the two MMA cost surfaces can then be defined as r = slopeobl
slopecross

=

A·
√

r2×(M)+r2±(M)−√2·r±(M)·r×(M)

B·
√

r2
+(M)+r2−(M)

, which is calculated as 3.1, 7.6, 12.56, 17.54 and 25.02 for

M = 1, 3, 5, 7 and 10, respectively, when comparing oblong (8× 16)−QAM with cross 128−
QAM. The imaginary part of h(k) with maximum modulus using oblong constellation would
therefore diminish to zero much faster than that using cross constellation. Consequently,
when using oblong QAM based on the SGD, h(k) with maximum modulus moves toward
the two global minima at [±1, 0] much more rapidly than that of using the cross constellation.
Notably, the MMA cost surface of oblong constellation slopes down more sharply than its
cross counterpart as the number of non-zero components of hn rises. This finding reveals
that the imaginary part of h(k) with maximum modulus of oblong constellation diminishes
much faster than that of using the cross constellation, especially during the startup operation
of blind equalization. Also note that the larger the difference between E[s2

R] and E[s2
I ] for a

particular oblong constellation, the steeper the average gradient of the cost surface of oblong
constellation toward global minima than that of cross constellation.

4. Computer simulations

Some blind carrier phase tracking algorithms [20]-[23] and some multimodulus-based
algorithms [24], [25] for cross-QAM signals have been developed recently. Computer
simulations were performed to compare the performance of the MMA using both oblong
and cross constellations, and the performance of CMA using cross constellations followed
by either a dispersion minimization derotator (DMD) [20] or a phase tracker (PT) [21], [22] [29] to
correct the carrier phase offset of the CMA output. The computer simulations also included
a sliced constant cross algorithm (SCXA) for joint blind equalization and phase recovery of
odd-bit cross QAM proposed by Abrar and Qureshi [24]. The transmitted data symbol sn
is an i.i.d., and may be one of the following four possible sources: conventional 128-cross,
oblong (8× 16)-QAM , and two modified 128-QAM constellations proposed by Cartwright
[23], known as the 128A-COB and 128C-COB, whose variance of the fourth power phase
estimator is much smaller than that of the 128-cross. The average energies of the conventional
128-cross, (8× 16)-oblong , 128A-COB, and 128C-COB, are all 82, while the peak-to-average
energy ratios for the four constellations are 2.073, 2.585, 2.645, and 2.881, respectively. Notably,
the distance between two adjacent message points in 128A-COB and 128C-COB has been
reduced to 1.893 and 1.976, respectively, instead of 2. The channel used for the simulations
was the Brazil Ensemble C [26]. Computer experiments were carried out by using the
baseband-equivalent channel model developed in [27] with fractionally spaced equalizers
(FSE), and the sampling frequency was chosen to be four times the symbol rate. The input
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to each sub-equalizer is a 40◦ phase-rotated version of u(j)
n = ∑i c

(j)
i sn−i + w(j)

n , j = 1, 2, 3, 4.

The real and imaginary parts of the complex-valued additive white Gaussian noise w(j)
n

were assumed to be independent, and had equal variance such that the signal-noise-ratios
(SNRs) were 30 dB. Here, SNR = Pavg/2σ2

w in which Pavg is the average power of the signal
constellation and σ2

w is the variance of each component of the complex valued noise source. In
the FSE, each of the four sub-equalizers had 31 complex tap weights with 15 units of time
delay. The tap weights of the fourth sub-equalizer were initialized by setting the central
tap weight to 1 and the others to zero, while all the tap weights of the remaining three
sub-equalizers were set to zero. The ensemble-averaged SER over 10 independent runs was
used as a performance index shown in Fig. 7 in which the symbol duration is 0.093μs as in the
ATSC DTV standard.
The MMA using (8× 16) − oblong displayed a faster convergence rate than that of CMA +
DMD, CMA + PT, SCXA, MMA, using the conventional 128-cross and CMA + PT using
both 128A-COB and 128C-COB, according to Fig. 7. However, the MMA using (8× 16)-oblong
yielded a higher steady-state SER than that of CMA + PT and CMA + DMD using
the conventional 128-cross because the use of oblong constellations generates a higher
steady-state MSE than its conventional cross counterpart. Notably, the use of MMA without
requiring a phase rotator such as DMD and PT reduces the complexity of the implementation
of the receiver. Moreover, both DMD and PT yield results with a possible ambiguity of 90◦
when 128-cross, 128A-COB, and 128C-COB are used. Therefore, the use of MMA with oblong
constellations reduces the number of possible phase ambiguities by half. The CMA+ PT using
the conventional 128-cross outperformed the CMA + PT using 128A-COB and 128C-COB
because the latter two constellations whose kurtosis ks = 1.462 and ks = 1.399, respectively,
are larger than that of the 128-cross (with ks = 1.34), sacrifice some equalizer convergence rate
(i.e., residual ISI removal speed) in order to gain some phase tracking speed, especially when
the ISI of the channel is severe. Simulation results similar to those of Fig. 7 were also obtained
when the same channel with different phase rotations were adopted because the carrier phase
offset was overshadowed by the severity of the ISI of the channel. However, the simulation
results also show that the SCXA proposed in [24] outperformed all the other schemes when
the phase rotations were less than 30◦ because the SCXA sometimes became trapped in some
undesirable local minima when the phase rotations were greater than 30◦ .

5. Conclusion

The analysis in this chapter demonstrates that the MMA using oblong constellations is less
likely to be attracted to saddle points than the MMA using both square and cross constellations
because the number of saddle points is only half of those of the square and cross constellations
when adopting oblong constellations during the transient mode operation. Moreover, the
finding that [1, 0] and [−1, 0] are the only two global minima reveals that any phase error
within 180◦ can be correctly detected when using oblong constellations. The 180◦ phase
ambiguity (and the 90◦ phase ambiguity for 128-cross, 128A-COB, and 128C-COB) may be
overcome by using differential encoding when necessary. This chapter also shows that the
oblong constellations to be used with the MMA may outperform the conventional cross
constellations in terms of carrier phase recovery owing to E[s2

R] �= E[s2
I ]. Intuitively, this

may be because the MMA cost function given by (1) reduces to JMMA = 2E{[y2
R,n − R2,R]2},

JMMA = 2E{[y2
R,n − R2,R]} which essentially considers only the real part of the equalizer

output, when the symmetric constellations are such that R2,R = R2,I , E[s4
R] = E[s4

I ] and
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Fig. 7. Ensemble-averaged SER performance using the Brazil Ensemble C for SNR = 30dB
and phase rotation 40◦ . Traces: (a) CMA + PT using 128-cross
(μ = 9× 10−9, μPT = 2× 10−8), (b) CMA + DMD using 128-cross
(μ = 9× 10−9, μDMD = 4× 10−8), (c) MMA using 128-cross (μ = 6× 10−9),(d) MMA using
oblong (8× 16)-QAM (μ = 10−8), (e) CMA + PT using 128A-COB
(μ = 6× 10−9, μPT = 5× 10−8), (f) SCXA using 128-cross (μ = 3× 10−9), and (g)
CMA + PT using 128C-COB (μ = 6× 10−9, μPT = 10−8).

E[s2
R] = E[s2

I ]. From a statistical perspective, the MMA cost function in (1) can be exploited
fully for blind equalization only when the asymmetric nature of the constellations is utilized.
However, the oblong constellation has a slightly higher peak-to-average power ratio and a
higher steady-state SER than the conventional cross constellation at the same average energy
level. Other asymmetric constellations may be designed (such as by adjusting the symbol
probabilities without reducing the distance between adjacent message points) to achieve the
best compromise among fast carrier phase recovery, low steady-state SER and low average
transmitted power, as long as E[s2

R] �= E[s2
I ].
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1. Introduction 
Orthogonal frequency division multiplexing (OFDM) is a well known and widely employed 
high-data rate transmission technology. By dividing the wideband channel into multiple 
narrowband sub-channels, OFDM mitigates the detrimental effects of the multi-path fading 
channel.  A main drawback of OFDM is that the transmitted signal possesses a high peak-to-
average power ratio (PAPR).  Since the OFDM modulated signal is the superposition of many 
constituent narrowband signals, it is possible for these constituent narrowband signals to 
align in phase and produce high peak values. This results in high PAPRs where the peak 
power of the OFDM modulated signal is very large compared to the average power. For 
applications employing highly power-efficient power amplifiers, the input signal with a high 
PAPR causes the power amplifier to be operated in the non-linear region. The non-linear 
characteristic of the high power amplifier (HPA) will introduce in-band distortions which in 
turn will degrade system performance. Additionally, a HPA operated in the non-linear 
region will also produce out-of-band power emissions which will generate spectral regrowth 
and produce unwanted interference to the adjacent channel users. To alleviate the high PAPR 
problem in OFDM systems, several PAPR reduction schemes have been proposed in the 
literature (see Han & Lee, 2005; Jiang & Wu, 2008, and references therein). 
Wavelet packet modulation (WPM) is an alternative multi-carrier technology that has 
received recent research attention (see Lakshmana & Nikookar, 2006 and references therein).  
WPM systems have been shown to have better immunity to impulse and narrowband noises 
than OFDM (Lindsey, 1995).  Furthermore, WPM systems attain better bandwidth efficiency 
than OFDM (Sandberg & Tzannes, 1995), and they do not require cyclic prefix extension 
unlike OFDM (Lakshmana & Nikookar, 2006).  To benefit from these advantages, WPM has 
been recently applied in the various areas including multi-carrier multi-code code division 
multiple access (CDMA) (Akho-Zhieh & Ugweje, 2008), cognitive radio systems 
(Lakshmanan, Budiarjo, & Nikookar, 2007), and multiple-input multiple-output systems 
(Lakshmanan, Budiarjo, & Nikookar, 2008), to name a few.  However, similar to OFDM, 
WPM also suffers from the PAPR problem. 
The objectives of this chapter are twofold.  Firstly, we provide an overview of the PAPR 
reduction methods already published in the literature for WPM systems.  As part of the 
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overview, we discuss the merits and limitations associated with the existing PAPR reduction 
schemes.  Secondly, we formulate the design criteria for a set of PAPR minimizing 
orthogonal basis functions for WPM systems.  To evaluate the merits of the PAPR 
minimizing orthogonal basis functions, performance comparisons are made with the 
conventional Daubechies basis functions and OFDM.  Furthermore, we also provide a 
qualitative comparison between the PAPR minimizing orthogonal basis functions and the 
existing PAPR reduction techniques for WPM systems. 
The rest of the chapter is organized as follows.  First, an overview of WPM based multi-
carrier systems is provided in Section 2. An overview of some PAPR reduction methods 
already proposed in the literature for WPM systems is then presented in Section 3.  Next, in 
Section 4, we present the design criteria of the PAPR minimizing orthogonal basis functions.  
This is followed by simulation results and discussions in Section 5.  Finally, the chapter is 
concluded in Section 6. 
The following notations are used throughout the chapter:  { }θE  denotes the statistical 
average of random variable θ ;  { }0Pr >θ θ  represents the probability of the event 0>θ θ ;  

{ }( )nθnmax  represents the maximum value of ( )nθ  over all instances of time index n ;  
{ }sign •  is the signum function;  ( )pδ  represents the Kronecker delta function;  ⎡ ⎤θ  denotes 

the smallest integer greater than or equal to θ ;  ∀  represents universal quantification. 
Parts of this work is based on “An Efficient PAPR Reduction Method for Wavelet Packet 
Modulation Schemes”, by N. T. Le, S. D. Muruganathan, and A. B. Sesay which appeared in 
IEEE Vehicular Technology Conference, Spring-2009. The previously published material is 
reused with permission from IEEE. Copyright [2009] Institute of Electrical and Electronics 
Engineers. 

2. Overview of WPM based multi-carrier systems 

In general, the WPM based multi-carrier systems can be characterized using sets of 
orthogonal basis functions called wavelet packets (Lakshmanan & Nikookar, 2006).  These 
orthogonal basis functions are defined at multiple levels with the thm  level consisting of 2m  
distinct basis functions.  Let us denote the orthogonal basis functions corresponding to the 

thm  level by the set 

 { },0 ,1 , ,2 2 ,2 1
( ), ( ), , ( ) , ( ), ( ) ,m mm m m k m m
t t t t t

− −
… …ϕ ϕ ϕ ϕ ϕ  (1) 

where k  ( 0, 1, , 2 1)mk = −…  denotes the orthogonal basis function index.  Given (1), the 
orthogonal basis functions corresponding to the ( 1)thm +  level are defined as 

 1, 2 ,( ) ( ) (2 ) ,m k m k
n

t h n t n+ = −∑ϕ ϕ  (2) 

 1, 2 1 ,( ) ( ) (2 ) ,m k m k
n

t g n t n+ + = −∑ϕ ϕ  (3) 

where ( )h n  and ( )g n  respectively denote low-pass and high-pass filter impulse responses 
forming a quadrature mirror filter (QMF) pair at the receiver.  Hence, ( )h n  and ( )g n  are 
related through (Lakshmanan & Nikookar, 2006) 
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 ( ) ( 1) (2 1 ),ng n h N n= − − −  (4) 

where 2N  denotes length of both filters.  In addition, the low-pass filter impulse response 
( )h n  is also required to satisfy the following conditions (Daubechies, 1992): 

 ( ) ( 2 ) ( ),
n

h n h n p p+ =∑ δ  (5) 

 ( ) 2 .
n

h n =∑  (6) 

Let us next define the time-reversed version of the QMF pair at the transmitter as follows: 

 ( ) ( ) ,h n h n= −  (7) 

 ( ) ( ),g n g n= −  (8) 

where ( )h n  and ( )g n  represent the time-reversed low-pass and high-pass filter impulse 
responses, respectively. 
 

2↑ ( )h n

( )g n2↑
+

2↑ ( )h n

( )g n2↑
+

2↑ ( )h n

( )g n2↑
+

2↑ ( )h n

( )g n2↑
+

2↑ ( )h n

2↑ ( )h n

( )g n2↑

( )g n2↑

+

+

2↑ ( )h n

( )g n2↑

+

0( )x n

1( )x n

2( )x n
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2 4( )Mx n
−

2 3( )Mx n
−

2 2( )Mx n
−

2 1( )Mx n−

( )y n

Level M Level -1M Level1  
Fig. 1. A 2M  sub-channel WPM transmitter structure 

Now, the transmitter structure for a WPM multi-carrier system with 2M  sub-channels can 
be constructed as shown in Figure 1.  In Figure 1, the input data symbol streams 

0 1 2 2 2 1
( ), ( ), , ( ), ( )M Mx n x n x n x n

− −
…  are multiplexed onto 2M  sub-channels via the 

successive application of time-reversed QMF pairs (i.e., ( )h n  and ( )g n ).  For a system with 
2M  sub-channels, we require M  levels of QMF pairs at the transmitter, wherein the thm  
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level consists of 12m−  QMF pairs.  Generally, the successive application of the M  levels of 
QMF pairs yields the output ( )y n  of the WPM transmitter.  It should be noted that the 
WPM transmitter structure of Figure 1 is also referred to as the wavelet packet tree (WPT) in 
the literature.  Additionally, the combination of the up-sampler and the filter (i.e., either 

( )h n  or ( )g n ) is sometimes called a node. 
Alternatively, the WPM transmitter structure of Figure 1 can also be represented as in 
Figure 2 (Daly et al., 2002).  In Figure 2, the equivalent impulse response corresponding to 
the thk  ( 0, 1, , 2 1)Mk = −…  sub-channel is denoted as ( )kw n .  Next, let us represent the Z-
transform of the filter impulse response corresponding to the thk  sub-channel and the thm  
level (refer to Figure 1) as 

 { }, ( ) ( ), ( ) ,k mT z H z G z∈  (9) 

where ( )H z  and ( )G z  denote the Z-transforms of ( )h n  and ( )g n , respectively.  Then, the Z-
transform of the equivalent impulse response ( )kw n  is given by (Daly et al., 2002) 

 
12

,
1

( ) ( ).
mM

k k m
m

W z T z
−

=

=∏   (10) 

3. PAPR reduction techniques for WPM systems 

Although PAPR reduction techniques have been extensively studied for OFDM systems (see 
Han & Lee, 2005, Jiang & Wu, 2008, and references therein), PAPR reduction methods for 
WPM systems have only recently gained the attention of the Communications and Signal 
Processing research communities.  In this section, we provide an overview of some PAPR 
reduction methods already proposed in the literature for WPM systems.  In doing so, we 
discuss the merits and limitations of the existing PAPR reduction schemes for WPM 
systems.  This section also helps set the stage for later sections by emphasizing the 
motivation for proposing a basis function design based PAPR reduction scheme for WPM 
systems. 

3.1 Tree pruning based methods 
In the tree pruning approach, adjacent nodes of the wavelet packet tree (WPT) are 
selectively combined (or split) to form a single node (or two separate nodes) in order to 
reduce the PAPR.  Baro and Ilow recently proposed a tree pruning based PAPR reduction 
scheme where a sequence of modulated symbols are first passed through TN  distinct 
pruned WPTs to produce TN  different output sequences (Baro & Ilow, 2007a).  The TN  
distinct pruned WPTs are attained by performing a single adjacent node-pair joining at 
different locations of the unpruned WPT (i.e., a single adjacent node-pair joining is 
performed at TN  different locations of the unpruned WPT).  Then, the sequence with the 
lowest PAPR among the TN  different output sequences is chosen for transmission.  
Additionally, to facilitate recovery of the information symbols, details about the pruned 
WPT chosen for transmission is sent to the receiver as side information via additional sub-
carriers. 
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Fig. 2. An equivalent representation of the 2M  sub-channel WPM transmitter structure 

Since the scheme proposed in (Baro & Ilow, 2007a) requires an exhaustive search for the 
output sequence with the lowest PAPR, the number TN  of pruned WPTs determines the 
computational complexity associated with it.  Furthermore, the number TN  also affects the 
amount of side information required since a minimum of ( )2log TN⎡ ⎤⎢ ⎥  bits are necessary in 
order for the receiver to identify the pruned WPT that was used by the transmitter.  To 
alleviate the complexity and side information overhead issues, the authors in (Baro & Ilow, 
2007a) also propose two low-complexity pruning algorithms.  In the first low-complexity 
algorithm, the authors reduce the number TN  of pruned WPTs by choosing only the most 
frequently chosen TN′  pruned WPTs (i.e., the ones that generate the output sequence with 
the lowest PAPR most frequently) obtained through several random simulation trials.  This 
scheme not only reduces the complexity associated with the original tree pruning algorithm 
but also decreases the side information overhead.  The second low-complexity algorithm 
involves setting a PAPR threshold thPAPR , where the first pruned WPT that produces an 
output PAPR below thPAPR  is chosen for transmission.  Depending on the values of TN′  
and thPAPR  chosen, the two low-complexity versions are shown to slightly reduced PAPR 
reduction performance (Baro & Ilow, 2007a). 
In (Baro & Ilow, 2007b), an alternative tree pruning is proposed for PAPR reduction in WPM 
systems.  As opposed to the scheme in (Baro & Ilow, 2007a) which is based on a single 
adjacent node-pair joining approach, the scheme proposed in (Baro & Ilow, 2007b) allows 
multiple joins on multiple non-leaf nodes.  In the later scheme, a set ( )DP  of allowable non-
leaf nodes are first defined, and the joining of multiple nodes is performed iteratively.  Since 
this scheme involves searching for a pruned WPT that yields the least PAPR via multiple 
iterations (or passes), the authors refer to it as the multi-pass tree pruning method.  In 
reducing the processing time and computational complexity, it is shown in (Baro & Ilow, 
2007b) that the multi-pass tree pruning method provides good PAPR reduction capability 
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when the number of iterations (or passes) is set to 5.  Furthermore, a computationally 
simpler version of the multi-pass tree pruning algorithm based on setting a PAPR threshold 

thPAPR  is also proposed in (Baro & Ilow, 2007b).  In the simplified version, the iterative 
search procedure is terminated once a pruned WPT that yields a PAPR value below thPAPR  
is found.  For the receiver to identify the pruned WPT that was used by the transmitter, the 
multi-pass pruning scheme requires a minimum of { }( )( )

2log D
isize P N⎡ ⎤×⎢ ⎥  bits as side 

information.  Here, { }( )Dsize P  and iN  respectively denote the size of the allowable non-leaf 
node set and the maximum number of iterations.  It should be noted that with increasing 

{ }( )Dsize P , the multi-pass pruning scheme yields improved PAPR reduction capability and 
requires more side information overhead. 
The major advantage of tree pruning based methods is their capability to provide high 
PAPR reduction.  The results presented in (Baro & Ilow, 2007a) show that the single node-
pair joining based tree pruning method can yield up to 3.5 dB of PAPR reduction when 
compared to the WPM scheme using the unpruned WPT.  Likewise, the multi-pass tree 
pruning method of (Baro & Ilow, 2007b) can provide up to 5 dB PAPR reduction over the 
unpruned WPM scheme.  Furthermore, the tree pruning based PAPR reduction methods are 
distortionless and do not introduce spectral regrowth.  The major drawbacks of the tree 
pruning based PAPR reduction methods are twofold.  Firstly, the tree pruning approach 
requires side information to be sent to the receiver which reduces the bandwidth efficiency 
of the system.  Moreover, when the side information is received in error, the receiver will 
not be able to recover the transmitted data sequence.  Hence, some form of protection such 
as the employment of channel encoding may be necessary to reliably receive the side 
information.  However, the employment of channel encoding in the transmission of side 
information will result in further loss of bandwidth efficiency.  The second major 
disadvantage of tree pruning based PAPR reduction methods is that the pruned WPTs 
result in sub-channels with different bandwidths.  Hence, the application of tree pruning 
based approach does not guarantee that all sub-channels undergo frequency-flat fading.  
This will reduce the multipath resilience of the WPM system under broadband 
communication environments. 

3.2 Clipping and amplitude threshold based methods 
The clipping method is the simplest and one of the widely used PAPR reduction methods in 
multicarrier communication systems (Jiang & Wu, 2008).  Using the clipping method, any 
desired amount of PAPR reduction can be achieved by presetting the clipping level at the 
transmitter.  In (Rostamzadeh & Vakily, 2008), a clipping based PAPR reduction scheme is 
investigated with application to WPM.  To reduce the effect of nonlinear distortion 
introduced by the clipping process, the authors in (Rostamzadeh & Vakily, 2008) adopt an 
iterative maximum likelihood (ML) based approach at the receiver.  In this approach, 
estimates of the transmitted symbols are first attained via the ML detector.  These 
transmitted symbol estimates are then used to compute an estimate of the nonlinear 
distortion component.  Next, the nonlinear component estimate is removed from the 
received signal, and revised ML estimates of the transmitted symbols are obtained.  The 
revised ML estimates of the transmitted symbols are once again used to attain a revised 
estimate of the nonlinear distortion component.  The processes of revised nonlinear 
distortion component estimation and revised ML estimation of the transmitted symbols are 
repeated iteratively until a desired level of performance is attained.  Bit error rate (BER) 
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results presented in (Rostamzadeh & Vakily, 2008) show that the iterative ML receiver based 
clipping approach can nearly mitigate the in-band distortion introduced by the clipping 
process with 3 iterations in an additive white Gaussian noise (AWGN) channel.  However, 
in a multipath fading channel, it is generally difficult to estimate the nonlinear distortion 
component at the receiver (Jiang & Wu, 2008).  Thus, the iterative ML receiver based 
clipping approach proposed in (Rostamzadeh & Vakily, 2008) may suffer performance 
degradation due to in-band distortion in a multipath fading environment.  Other major 
disadvantages of the iterative ML receiver based clipping approach include increased out-
of-band radiation and a higher receiver complexity. 
In (Zhang, Yuan, & Zhao, 2005), an amplitude threshold based method is proposed for 
PAPR reduction in WPM systems.  In this method, the signal samples whose amplitudes are 
below a threshold T  are set to zero, and the samples with amplitudes exceeding T  are 
unaltered.  Since setting the low amplitude samples to zero is a nonlinear process, this 
method also suffers from in-band distortion and introduces out-of-band power emissions.  
Another major disadvantage with the amplitude threshold based PAPR reduction scheme 
proposed in (Zhang, Yuan, & Zhao, 2005) is that it results in an increase in the average 
power of the modified signal.  Although the PAPR is reduced due to an increased average 
power, this method will result in BER degradation when the transmitted signal is 
normalized back to its original signal power level (Han & Lee, 2005).  Furthermore, the 
amplitude threshold based PAPR reduction scheme also requires HPAs with large linear 
operation regions (Jiang & Wu, 2008).  Lastly, the criterion for choosing the threshold value 
T  is not defined in (Zhang, Yuan, & Zhao, 2005), and hence, may depend on the 
characteristics of the HPA. 
An alternative amplitude threshold based scheme called adaptive threshold companding 
transform is proposed in (Rostamzadeh, Vakily, & Moshfegh, 2008).  Generally, the 
application of nonlinear companding transforms to multicarrier communication systems are 
very useful since these transforms yield good PAPR reduction capability with low 
implementation complexity (Jiang & Wu, 2008).  In the adaptive threshold companding 
scheme proposed (Rostamzadeh, Vakily, & Moshfegh, 2008), signal samples with 
amplitudes higher than a threshold T  are compressed at the transmitter via a nonlinear 
companding function; the signal samples with amplitudes below T  are unaltered.  To undo 
the nonlinear companding transform, received signal samples corresponding to signal 
samples that underwent compression at the transmitter are nonlinearly expanded at the 
receiver.  The threshold value T  is determined adaptively at the transmitter and sent to the 
receiver as side information.  Specifically, T  is determined adaptively to be a function of the 
median and the standard deviation of the signal.  By compressing the signal samples with 
high amplitudes (i.e., amplitudes exceeding T ), the adaptive threshold companding scheme 
achieves notable PAPR reductions in WPM systems.  Results presented in (Rostamzadeh, 
Vakily, & Moshfegh, 2008) show that the adaptive threshold companding scheme yields a 
significantly enhanced symbol error rate performance over the clipping method in an 
AWGN channel.  However, the authors in (Rostamzadeh, Vakily, & Moshfegh, 2008) do not 
provide performance results corresponding to the multipath fading environment.  The 
received signal samples to be nonlinearly expanded are identified by comparing the 
received signal amplitudes to the threshold value T  at the receiver.  Although this 
approach works reasonably well in the AWGN channel, it may not be practical in a 
multipath fading channel due to imperfections associated with fading mitigation techniques 
such as non-ideal channel estimation, equalization, interference cancellation, etc.  Another 
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major disadvantage associated with the adaptive threshold companding scheme is that it is 
very sensitive to channel noise.  For instance, the larger the amplitude compression at the 
transmitter, the higher the BER (or symbol error rate) at the receiver due to noise 
amplification.  Furthermore, the adaptive threshold companding scheme suffers a slight  
loss in bandwidth efficiency due to side information being transmitted from the transmitter 
to the receiver.  The application of this scheme will also result in additional performance 
loss if the side information is received in error. 

3.3 Other methods 
In (Gautier et al., 2008), PAPR reduction for WPM based multicarrier systems is studied 
using different pulse shapes based on the conventional Daubechies wavelet family.  
Simulation results presented in this work show that the employment of wavelet packets can 
yield notable PAPR reductions when the number of subchannels is low.  However, to 
improve PAPR, the authors in (Gautier et al., 2008) increase the wavelet index of the 
conventional Daubechies basis functions which results in an increased modulation 
complexity. 
In (Rostamzadeh & Vakily, 2008), two types of partial transmit sequences (PTS) methods are 
applied to reduce PAPR in WPM systems.  The first method is a conventional PTS scheme 
where the input signal block is partitioned into Φ  disjoint sub-blocks.  Each of the Φ  
disjoint sub-blocks then undergoes inverse discrete wavelet packet transformations to 
produce Φ  different output signals.  Next, the transformed output signals are rotated by 
different phase factors bφ  ( 1, 2, , )= Φ…φ .  The rotated and transformed output signals are 
lastly combined to form the transmitted signal.  In the conventional PTS scheme, the phase 
factors { }bφ  are chosen such that the PAPR of the combined signal (i.e., the signal to be 
transmitted) is minimized.  The second PTS method applied to WPM systems in 
(Rostamzadeh & Vakily, 2008) is the sub-optimal iterative flipping technique which was 
originally proposed in (Cimini & Sollenburger, 2000).  In the iterative flipping technique, the 
phase factors { }bφ  are restricted to the values 1± .  The iterative flipping PTS scheme first 
starts off with phase factor initializations of 1b = +φ  for ∀φ  and a calculation of the 
corresponding PAPR (i.e., the PAPR corresponding to the case 1b = +φ , ∀φ ).  Next, the 
phase factor 1b  is flipped to 1− , and the resulting PAPR value is calculated again.  If the 
new PAPR is lower than the original PAPR, the phase factor 1 1b = −  is retained.  Otherwise, 
the phase factor 1b  is reset to its original value of 1+ .  This phase factor flipping procedure 
is then applied to the other phase factors 2 3, , ,b b bΦ…  to progressively reduce the PAPR.  
Furthermore, if a desired PAPR is attained after applying the phase factor flipping 
procedure to bφ  (2 )≤ < Φφ , the algorithm can be terminated in the middle to reduce the 
computational complexity associated with the iterative flipping PTS technique. 
In general, the PTS based methods are considered important for their distortionless PAPR 
reduction capability in multi-carrier systems (Jiang & Wu, 2008; Han & Lee, 2005).  The 
amount of PAPR reduction achieved by PTS based methods depends on the number Φ  of 
disjoint sub-blocks and the number W  of allowed phase factor values.  However, the PAPR 
reduction achieved by PTS based methods come with an increased computational 
complexity.  When applied to WPM systems, PTS based methods require Φ  inverse discrete 
wavelet packet transformations at the transmitter.  Moreover, the conventional PTS scheme 
incurs a high computational complexity in the search for the optimal phase factors.  Another 
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disadvantage associated with the PTS based methods is the loss in bandwidth efficiency due 
to the need to transmit side information about the phase factors from the transmitter to the 
receiver.  The minimum number of side information bits required for the conventional PTS 
scheme and the iterative flipping PTS scheme are ( )2log W⎡ ⎤Φ⎢ ⎥  and Φ , respectively (Jiang 
& Wu, 2008; Han & Lee, 2005).  It should also be noted that the PTS schemes will yield 
degraded system performance if the side-information bits are received in error at the 
receiver. 
Another method considered for reducing the PAPR of WPM systems in (Rostamzadeh & 
Vakily, 2008) is the selective mapping (SLM) approach.  In the SLM method, the input 
sequence is first multiplied by U  different phase sequences to generate U  alternative 
sequences.  Then, the U  alternative sequences are inverse wavelet packet transformed to 
produce U  different output sequences.  This is followed by a comparison of the PAPRs 
corresponding to the U  output sequences.  The output sequence with the lowest PAPR is 
lastly selected for transmission.  To recover the original input sequence at the receiver, side 
information about the phase sequence that generated the output sequence with the lowest 
PAPR must be transmitted to the receiver.  The PAPR reduction capability of the SLM 
method depends on the number U  of phase sequences considered and the design of the 
phase sequences (Han & Lee, 2005).  Similar to the PTS method, the SLM approach is 
distortionless and does not introduce spectral regrowth.  The major disadvantages of the 
SLM method are its high implementation complexity and the bandwidth efficiency loss it 
incurs due to the requirement to transmit side information.  When applied to WPM systems, 
the SLM method requires U  inverse discrete wavelet packet transformations at the 
transmitter.  Furthermore, a minimum of ( )2log U⎡ ⎤⎢ ⎥  side-information bits are required to 
facilitate recovery of the original input sequence at the receiver (Jiang & Wu, 2008; Han & 
Lee, 2005).  Similar to the PTS based methods, the SLM approach will also degrade system 
performance if the side-information bits are erroneously received at the receiver. 

4. Orthogonal basis function design approach for PAPR reduction 
In this section, we present a set of orthogonal basis functions for WPM-based multi-carrier 
systems that reduce the PAPR without the abovementioned disadvantages of previously 
proposed techniques.  Given the WPM transmitter output signal ( )y n , the PAPR is defined as 

 
{ }

{ }
2

2

| ( )|
,

| ( )|

y n
PAPR

y n
nmax

E
 (11) 

where { }•nmax  represents the maximum value over all instances of time index n .  The 
PAPR reduction method presented here is based on the derivation of an upper bound for 
the PAPR.  With regards to (11), we showed in (Le, Muruganathan, & Sesay, 2008) that 

  { }2 2| ( )| ,xE y n =σ  (12) 

where 2
xσ  is the average power of any one of the input data symbol streams 

0 1 2 2 2 1
( ), ( ), , ( ), ( )M Mx n x n x n x n

− −
… .  In Section 4.1, we complete the derivation of the 
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PAPR upper bound by deriving an upper bound for the peak power { }2| ( )|y nnmax .  The 
design criteria for the orthogonal basis functions that minimize the PAPR upper bound are 
then presented in Section 4.2. 

4.1 Upper bound for PAPR 
Let us first consider the derivation of an upper bound for the peak power { }2| ( )|y nnmax .  
Using the notation introduced in Figure 2, the WPM transmitter output signal ( )y n  can be 
expressed as 

 ( ) ( ) ( )
2 1

0
,

M

k k
k p

y n z p w n p
−

=

= −∑ ∑  (13) 

where ( )kz n  is the up-sampled version of ( )kx n  which is defined as 

 ( )
, mod( ,2 ) 0,

2
0, .

M
k M

k

nx if n
z n

otherwise

⎧ ⎛ ⎞ =⎪ ⎜ ⎟= ⎝ ⎠⎨
⎪
⎩

 (14) 

Now, substituting (14) into (13), it can be shown that 

 ( ) ( ) ( )
2 1

0
2 .

M
M

k k
k p

y n x p w n p
−

=

= −∑ ∑  (15) 

We next apply the triangular inequality to (15) and obtain the following upper bound for 
| ( )|y n : 

 { } ( )
2 1

,
0

| ( )| max | ( )| 2 .
M

M
n k k k

k p
y n x n w n p

−

=

⎡ ⎤
≤ −⎢ ⎥

⎢ ⎥⎣ ⎦
∑ ∑  (16) 

In (16), ,max {| ( )|}n k kx n  denotes the peak amplitude of the input data symbol stream ( )kx n  
over all sub-channels (i.e., k∀ ) and all instances of time index n .  Hence, from (16), the peak 
value of | ( )|y n  over all instances of n  can be upper bounded as 

 { } { } ( )
2 1

,
0

max | ( )| max | ( )| max 2 ,
M

M
n n k k n k

k p
y n x n w n p

−

=

⎧ ⎫⎪ ⎪≤ × −⎨ ⎬
⎪ ⎪⎩ ⎭
∑ ∑  (17) 

where the notation { }•nmax  is as defined in (11).  It can be shown that in (17), equality holds 
if and only if the input data symbol streams in (15) (i.e., ( )kx p  for k∀ ) satisfy the condition 

 ( ) { } ( ){ }sign,max | ( )| 2 ,jM
k n k k kx p x n w n p e= × − × α  (18) 

where α  denotes an arbitrary phase value. 
Now, using the result in (17), the upper bound for the peak power 2{| ( )| }y nnmax  is attained 
as 
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 { } { } ( )
2

2 1
2 2

,
0

max | ( )| max | ( )| max 2 .
M

M
n n k k n k

k p
y n x n w n p

−

=

⎡ ⎤⎧ ⎫⎪ ⎪≤ × −⎢ ⎥⎨ ⎬
⎢ ⎥⎪ ⎪⎩ ⎭⎣ ⎦

∑ ∑   (19) 

Lastly, substitution of (12) and (19) into (11) yields the PAPR upper bound as 

 
{ } ( )

22 2 1,
2

0

max
max

| ( )|
2 .

M
n k k M

UB n k
k px

PAPR
x n

PAPR w n p
−

=

⎡ ⎤⎧ ⎫⎪ ⎪≤ = −⎢ ⎥⎨ ⎬
⎢ ⎥⎪ ⎪⎩ ⎭⎣ ⎦

∑ ∑σ
  (20) 

4.2 Design criteria for PAPR minimizing orthogonal basis functions 
Considering (20), we first note that the new PAPR upper bound is the product of two 
factors.  The first factor 

{ }2
,

2

max | ( )|n k k

x

x n
σ

 

is only dependent on the input data symbol streams 
0 1 2 2 2 1
( ), ( ), , ( ), ( )M Mx n x n x n x n

− −
… .  By virtue of (9)-(10), the second factor 

( )
2

2 1

0
max 2

M
M

n k
k p

w n p
−

=

⎡ ⎤⎧ ⎫⎪ ⎪−⎢ ⎥⎨ ⎬
⎢ ⎥⎪ ⎪⎩ ⎭⎣ ⎦

∑ ∑  

is solely determined by the reversed QMF pair, ( )h n  and ( )g n .  Furthermore, since ( )h n  
and ( )g n  are closely related through (7)-(8) and (4), the abovementioned second factor can 
be expressed entirely in terms of ( )h n .  Recalling from (2)-(8) that the orthogonal basis 
functions are characterized by the time-reversed low-pass filter impulse response ( )h n , we 
now strive to minimize the PAPR upper bound in (20) by minimizing the cost function 

 ( )
2 1

0
max 2

M
M

M n k
k p

CF w n p
−

=

⎧ ⎫⎪ ⎪= −⎨ ⎬
⎪ ⎪⎩ ⎭
∑ ∑  (21) 

by appropriately designing ( )h n . 
Firstly, let ( )H ω  denote the Fourier transform of the low-pass filter impulse response ( )h n  
with length 2N .  Given a set of orthogonal basis functions with regularity L  (1 )L N≤ ≤ , 
the magnitude response corresponding to ( )h n  can be written as (Burrus, Gopinath, & Guo, 
1998) 

 ( ) ( )2 22 sin ( 2) ,cos ( 2)
LH P= ⎡ ⎤⎣ ⎦ω ωω  (22) 

where 

 ( ) ( )
1

2 2 2

0

1
sin ( 2) sin ( 2) sin ( 2) cos( ) .

L LL
P R

−

=

− +⎛ ⎞
⎡ ⎤ ⎡ ⎤= +⎜ ⎟ ⎣ ⎦ ⎣ ⎦

⎝ ⎠
∑ω ω ω ω    (23) 
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In (23), (cos( ))R ω  denotes an odd polynomial defined as 

 ( ) ( )2 1

1

0, ,
cos( )

cos( ) , 1 .
N L

i
i

i

if L N
R

a if L N
−

−

=

=⎧
⎪= ⎨ ≤ <⎪
⎩
∑

ω
ω

 (24) 

It should be noted that the first case (i.e., L N= ) of (24) corresponds to the case of the 
conventional Daubechies basis functions.  In the second case of (24) where 1 L N≤ < , the 
coefficients { }ia  are chosen such that 

 ( )2sin ( 2) 0 ,P ≥ω  (25) 

for 20 sin ( 2) 1≤ ≤ω .  Now, substituting (24) into (23) yields 

 ( ) ( )
1

2 12 2 2

0 1

1
sin ( 2) sin ( 2) sin ( 2) cos( ) .

L N LL i
i

i

L
P a

− −
−

= =

− +⎛ ⎞
⎡ ⎤ ⎡ ⎤= +⎜ ⎟ ⎣ ⎦ ⎣ ⎦

⎝ ⎠
∑ ∑ω ω ω ω   (26) 

Since 20 sin ( 2) 1≤ ≤ω , we note that 

 2 2sin ( 2) sin ( 2)
L

⎡ ⎤ ⎡ ⎤≥⎣ ⎦ ⎣ ⎦ω ω  (27) 

for 0, 1, ..., ( 1)L= − .  Then, using (27), the first term on the right hand side of (26) can be 
lower bounded as 

 
1 1

2 2

0 0

1 1
sin ( 2) sin ( 2) .

L LLL L− −
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− + − +⎛ ⎞ ⎛ ⎞
⎡ ⎤ ⎡ ⎤≥⎜ ⎟ ⎜ ⎟⎣ ⎦ ⎣ ⎦

⎝ ⎠ ⎝ ⎠
∑ ∑ω ω  (28) 

Next, noting that ( )2 1cos( ) i
i ia a− ≤ω , we have 

 ( )2 1cos( ) i
i ia a− ≥ −ω  (29) 

for 1, 2, ..., ( )i N L= − .  Using (29), the second term on the right hand side of (26) can be 
lower bounded as 

 ( )2 12 2

1 1
sin ( 2) cos( ) sin ( 2) .

N L N LL Li
i i

i i
a a

− −
−

= =

⎡ ⎤ ⎡ ⎤≥ −⎣ ⎦ ⎣ ⎦∑ ∑ω ω ω  (30) 

Now, combining (28) and (30) with (26) yields 
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 (31) 
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Recalling the constraint ( )2sin ( 2) 0P ≥ω  from (25), we can further lower bound (31) as 

 ( )
1

2 2 2

0 1

1
sin ( 2) sin ( 2) sin ( 2) 0.

L N LL L
i

i

L
P a

− −

= =

− +⎛ ⎞
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⎝ ⎠
∑ ∑ω ω ω     (32) 

From the last inequality of (32), we have 

 
1

1 0

1
.

N L L

i
i

L k
a

k

− −

= =

− +⎛ ⎞
≤ ⎜ ⎟

⎝ ⎠
∑ ∑  (33) 

Next, using (33), the range of values for coefficient 1a  is chosen as 1 1 1A a A− ≤ ≤ , where 

 
1

1
0

1
.

L L k
A

k

−

=

− +⎛ ⎞
= ⎜ ⎟

⎝ ⎠
∑  (34) 

Likewise, the ranges of the remaining coefficients ia  ( 2, 3, , )i N L= −…  are set as 

i i iA a A− ≤ ≤ , wherein 

 
1 1

0 1

1
.

L i

i k
k

L k
A a

k

− −

= =

− +⎛ ⎞
= −⎜ ⎟

⎝ ⎠
∑ ∑  (35) 

Then, each coefficient ia  is searched within its respective range in predefined intervals.  For 
each given set of coefficients { }ia , the associated cost function MCF  is computed using (4), 
(7)-(10), and (21).  Lastly, the time-reversed low-pass filter impulse response ( )h n  that 
minimizes the PAPR upper bound of (20) is determined by choosing the set of coefficients 
{ }ia  that minimizes the cost function MCF  of (21).  It should be noted that the cost function 

MCF  of (21) is independent of the input data symbol streams.  Hence, using the presented 
method the impulse response ( )h n  can first be designed offline and then be employed even 
in real-time applications. 

5. Simulation results and discussions 

In this section, we present simulation results to evaluate the performance of the PAPR 
reduction method of Section 4.  Throughout this section, we compare the performance of the 
PAPR minimizing orthogonal basis functions (which are determined by the time-reversed 
impulse response ( )h n  designed in Section 4.2) to the performance of the conventional 
Daubechies basis functions.  Additionally, we also make performance comparisons with 
multi-carrier systems employing OFDM.  Throughout the simulations, the number of sub-
channels in all three multi-carrier systems is set to 64 (i.e., 6M = ), and the channel 
bandwidth is assumed to be 22 MHz.  Furthermore, the input data symbol streams 

0 1 2 2 2 1
( ), ( ), , ( ), ( )M Mx n x n x n x n

− −
…  are drawn from a 4-QAM symbol constellation.  In 

the cases of the proposed orthogonal basis functions and conventional Daubechies basis 
functions, we set 6N = .  Furthermore, for the PAPR minimizing orthogonal basis functions, 
the regularity L  is chosen to be 3 (recall that for the conventional Daubechies basis 
functions 6L N= = ). 
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The first performance metric we consider is the complementary cumulative distribution 
function (CCDF) which is defined as 

( ) { }0 0Pr .CCDF PAPR PAPR PAPR= >  
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Fig. 3. CCDF performance comparison 
The CCDF performance comparison between the three multi-carrier systems is presented in 
Figure 3.  From Figure 3, we note that the PAPR minimizing orthogonal basis functions 
achieve PAPR reductions of 0.3 dB over the conventional Daubechies basis functions and 0.4 
dB over OFDM.  It should be emphasized that these performance gains are attained with no 
need for side information to be sent to the receiver, no distortion, and no loss in bandwidth 
efficiency.  Furthermore, if additional PAPR reduction is desired, the PAPR minimizing 
orthogonal basis functions can also be combined with some of the PAPR reduction methods 
surveyed in (Han & Lee, 2005) and (Jiang & Wu, 2008). 
Next, we compare the bit error rate (BER) performances of the three multi-carrier systems 
under consideration.  In the BER comparisons, we utilize the Rapp’s model to characterize 
the high power amplifier with the non-linear characteristic parameter chosen as 2 and the 
saturation amplitude set to 3.75 (van Nee & Prasad, 2000).  Furthermore, a 10-path channel 
with an exponentially decaying power delay profile and a root mean square delay spread of 
50 ns is assumed.  The BER results as a function of the normalized signal-to-noise ratio (SNR) 
are shown in Figure 4.  From the figure, it is noted that at a target BER of 3×10-4, the PAPR 
minimizing orthogonal basis functions achieve an SNR gain of 2.9 dB over the conventional 
Daubechies basis functions.  The corresponding SNR gain over OFDM is 6.5 dB. 
We next quantify the out-of-band power emissions associated with the PAPR minimizing 
orthogonal basis functions, the conventional Daubechies basis functions, and the OFDM 
system.  This is done by analyzing the adjacent channel power ratio (ACPR)-CCDF 
corresponding to the three different schemes.  The ACPR-CCDF is defined as 
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( ) { }0 0Pr .CCDF ACPR ACPR ACPR= >  
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Fig. 4. BER performance comparison 
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Fig. 5. ACPR-CCDF performance comparison 
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Table 1. Comparison of different PAPR reduction methods for WPM systems 
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Figure 5 shows the ACPR-CCDF results which are generated using the same power 
amplifier model used to generate the results of Figure 4.  For a CCDF probability of 10-4, we 
note from Figure 5 that the PAPR minimizing orthogonal basis functions achieve an ACPR 
reduction of approximately 0.67 dB over the OFDM system.  It should be noted that when 
compared to OFDM, the PAPR minimizing orthogonal basis functions reduce the ACPR by 
reducing the out-of-band power emissions introduced by the non-linear power amplifier.  
Furthermore, it is also noted from Figure 5 that the PAPR minimizing orthogonal basis 
functions yield a 0.1 dB ACPR reduction over the conventional Daubechies basis functions.  
This ACPR reduction is achieved mainly due to the superior PAPR reduction performance 
associated with the PAPR minimizing orthogonal basis functions when compared to the 
conventional Daubechies basis functions. 
Lastly, in Table 1, we provide a qualitative comparison of the PAPR minimizing orthogonal 
basis functions presented in Section 4 with the other PAPR reduction techniques 
overviewed in Section 3.  It should be noted that although the PAPR minimizing orthogonal 
basis functions yield a marginal PAPR reduction, this PAPR reduction is achieved without 
the disadvantages associated with the other techniques.  Moreover, if a high PAPR 
reduction is desired, the PAPR reducing orthogonal basis functions also offer the flexibility 
to be combined with other PAPR reduction methods such as PTS, SLM, etc. 

6. Conclusions 
In this chapter, a PAPR reduction method for WPM multicarrier systems based on the 
orthogonal basis function design approach is presented.  Firstly, we provide an overview of 
the WPM system and survey some PAPR reduction methods already proposed in the 
literature for WPM systems.  Next, we derive a new PAPR upper bound that applies the 
triangular inequality to the WPM transmitter output signal.  Using the new PAPR upper 
bound derived, design criteria for PAPR minimizing orthogonal basis functions are next 
formulated.  The performance of the PAPR minimizing orthogonal basis functions is 
compared to those of the conventional Daubechies basis functions and OFDM.  These 
comparisons show that the PAPR minimizing orthogonal basis functions outperform both 
the conventional Daubechies basis functions and OFDM.  Furthermore, we also provide a 
qualitative comparison between the PAPR minimizing orthogonal basis functions and the 
existing PAPR reduction techniques.  Through this comparison, it is shown that the PAPR 
minimizing orthogonal basis functions reduce the PAPR without the disadvantages 
associated with the other techniques. 
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1. Introduction 
This chapter treats performances of Maximal-Ratio Combiner (MRC) in presence of two 
general fading distributions, the κ-µ distribution and the η-µ distribution (Yacoub, 2007.). 
Namely, performances of Maximal-Ratio Combiner in fading channels have been of interest 
for a long time, which can be seen by a numerous publications concerning this topic. Most of 
these papers are concerned by Rayleigh, Nakagami-m, Hoyt (Nakagami-q), Rice (Nakagami-
n) and Weibull fading (Kim et al., 2003), (Annamalai et al., 2002), (da Costa et al., 2005), 
(Fraidenraich et al., a, 2005), and (Fraidenraich et al., b, 2005). Beside MRC, performances of 
selection combining, equal-gain combining, hybrid combining and switched combining in 
fading channels have also been studied. Most of the papers treating diversity combining 
have examined only dual-branch combining because of the inability to obtain closed-form 
expressions for evaluated parameters of diversity system. Scenarios of correlated fading in 
combiner’s branches have also been examined in numerous papers. Nevertheless, 
depending on system used and combiner’s implementation, one must take care of resources 
available at the receiver, such as: space, frequency, complexity, etc. Moreover, fading 
statistic doesn't necessary have to be the same in each branch, e.g. probability density 
function (PDF) can be the same, but with different parameters (Nakagami-m fading in i-th 
and j-th branches, with mi≠mj), or probability density functions (PDF) in different branches 
are different (Nakagami-m fading in i-th branch, and Rice fading in j-th branch). This 
chapter treats MRC outage performances in presence of κ-µ and η-µ distributed fading 
(Milišić et al., a, 2008), (Milišić et al., b, 2008), (Milišić et al., a, 2009) and (Milišić et al., b, 
2009). This types of fading have been chosen because they include, as special cases, 
Nakagami-m and Nakagami-n (Rice) fading, and their entire special cases as well (e.g. 
Rayleigh and one-sided Gaussian fading). It will be shown that the sum of κ-µ squares is a 
κ-µ square as well (but with different parameters), which is an ideal choice for MRC 
analysis. This also applies to η-µ distribution. Throughout this chapter probability of outage 
and average symbol error rate, at the L-branch Maximal-Ratio Combiner’s output, will be 
analyzed. Chapter will be organized as follows. 
In the first part of the chapter we will present κ-µ and η-µ distributions, their importance, 
physical models, derivation of the probability density function, and relationships to other 
commonly used distributions. Namely, these distributions are fully characterized in terms of 
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measurable physical parameters. The κ-µ distribution includes Rice (Nakagami-n), 
Nakagami-m, Rayleigh, and One-Sided Gaussian distributions as special cases. The η-µ 
distribution includes the Hoyt (Nakagami-q), Nakagami-m, Rayleigh, and One-Sided 
Gaussian distributions as special cases. In particular, κ-µ distribution better suites line-of-
sight scenarios, whereas η-µ distribution gives better results for non-line-of-sight scenarios. 
Second part of this chapter will treat L-branch Maximal-Ratio Combiner and it’s operational 
characteristics. We treat Maximal-Ratio Combiner because it has been shown that MRC 
receiver is the optimal multichannel receiver, regardless of fading statistics in various 
diversity branches since it results in a ML receiver. In this part of the chapter we will use the 
same framework used for derivation of κ-µ and η-µ probability density functions to derive 
probability density functions at combiner’s output for κ-µ and η-µ fading. Derived 
probability density function will be used to obtain outage probability at combiner’s output.  
In third part of the chapter analysis of symbol error rate, at combiner’s output, will be 
conduced. This analysis will be carried out for coherent and non-coherent detection. 
Although coherent detection results in smaller error probability than corresponding non-
coherent detection for the same average signal-to-noise ratio, sometimes it is suitable to 
perform non-coherent detection depending on receiver structure complexity. In this part of 
the chapter we will derive and analyze average symbol error probability for κ-µ and η-µ 
fading at combiner’s output, based upon two generic expressions for symbol error 
probability for coherent and non-coherent detection types for various modulation 
techniques.  
In fourth part we will discuss Maximal-Ratio Combiner’s performances obtained by Monte 
Carlo simulations. Theoretical expressions for outage probability and average symbol error 
rate probability for κ-µ and η-µ fading will be compared to results of the simulations. We 
will also draw some conclusions, and some suggestions for future work that needs to be 
done in this field of engineering. 

2. The κ-µ distribution and the η-µ distribution 
2.1 The κ-µ distribution 
The κ-µ distribution is a general fading distribution that can be used to better represent the 
small-scale variations of the fading signal in a Line-of-Sight (LoS) conditions.The fading 
model for the κ-µ distribution considers a signal composed of clusters of multipath waves, 
propagating in a nonhomogenous environment. Within single cluster, the phases of the 
scattered waves are random and have similar delay times, with delay-time spreads of 
different clusters being relatively large. It is assumed that the clusters of multipath waves 
have scattered waves with identical powers, and that  each cluster has a dominant 
component with arbitrary power. Given the physical model for the κ-µ distribution, the 
envelope R, and instantaneous power PR can be written in terms of the in-phase and 
quadrature components of the fading signal as: 

 ( ) ( )2 2 2

1 1

n n

R i i i i
i i

R P X p Y q
= =

= = + + +∑ ∑  (1) 

, where Xi and Yi are mutually independent Gaussian processes with 0i iX Y= =  and  
2 2 2
i iX Y σ= = . pi  and  qi are respectively the mean values of the in-phase and quadrature 

components of the multipath waves of cluster i, and n is the number of clusters of multipath. 
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Total power of the i-th cluster is ( ) ( )2 2 2
,R i i i i i iP R X p Y q= = + + + . Since PR,i equals to the sum 

of two non-central Gaussian random variables (RVs), its Moment Generating Function 
(MGF), in accordance to (Abramowitz and Stegun, 1972, eq. 29.3.81), yields in: 

 
,

2

2

2

exp
1 2

( )
1 2R i

i

P

d s
s

M s
s

σ
σ

⎛ ⎞⋅
⎜ ⎟− ⋅⎝ ⎠=
− ⋅

 (2) 
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= ∑ . The inverse of (3) is given by (Abramowitz and Stegun, 1972, eq. 
29.3.81): 
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It can be seen that 2 2 22RR P n dσΩ = = = + , and ( )24 2 4 2 2 2 24 4 2RR P n d n dσ σ σ= = + + + . We 
define 

2

22
d
n

κ
σ

=  as the ratio between the total power of the dominant components and the 
total power of the scattered waves. Therefore we obtain: 
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From (5), note that n may be expressed in terms of physical parameters, such as mean-squared 
value of the power, the variance of the power, and the ratio of the total power of the dominant 
components and the total power of the scattered waves. Note also, that whereas these physical 
parameters are of a continuous nature, n is of a discrete nature. It is plausible to presume that if 
these parameters are to be obtained by field measurements, their ratios, as defined in (5), will 
certainly lead to figures that may depart from the exact n. Several reasons exist for this. One of 
them, and probably the most meaningful, is that although the model proposed here is general, 
it is in fact an approximate solution to the so-called random phase problem, as are all the other 
well-known fading models approximate solutions to the random phase problem. The 
limitation of the model can be made less stringent by defining µ to be: 
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with µ being the real extension of n. Non-integer values of the parameter µ may account for:  
- non-Gaussian nature of the in-phase and quadrature components of each cluster of the 

fading signal, 
- non-zero correlation among the clusters of multipath components, 
- non-zero correlation between in-phase and quadrature components within each cluster, 

etc.  
Non-integer values of clusters have been found in practice, and are extensively reported in 
the literature, e.g. (Asplund et al., 2002.). Using the definitions for parameters κ and µ, and 
the considerations as given above, the κ-µ power PDF can be written from (4) as: 

 ( )
1

12
2

11 1
2 2

1(1 ) (1 )( ) exp 2
exp( )
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R R
P R R

P Pf P P I

μ
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.  (7) 

Therefore, the κ-µ envelope PDF can be obtained from (7) as: 
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Instantaneous and average signal-to-noise ratio (SNR) are given by: 
2
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N N
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N N

γ Ω
= = , and therefore the κ-µ SNR PDF can be obtained from (8) as: 
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N0 represents single-sided power spectral density of additive white Gaussian nosie. From (9) 
we can derive Cumulative Distribution Function (CDF) of instantaneous SNR as: 
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, where Q stands for generalized Marcum-Q function defined in (Marcum, 1947.) as: 
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∫ . Now we can obtain closed-form expression 

for the n-th order moment of RV γ as: 
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n n F nμ γγ μ μ κμ

μ κμ κ μ
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, where ( )Γ i  stands for gamma function (Abramowitz and Stegun, 1972, eq. 6.1.1), and 
( )1 1 ; ;F i i i  represents confluent hypergeometric function (Abramowitz and Stegun, 1972, eq. 

13.1.2). 
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Fig. 1. PDF of SNR for κ=1 and various values of µ 
 

 
Fig. 2. PDF of SNR for µ=1 and various values of κ 
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2.2 The η-µ distribution 
The η-µ distribution is a general fading distribution that can be used to better represent the 
small-scale variations of the fading signal in a No-Line-of-Sight (NLoS) conditions. The 
fading model for the η-µ distribution considers a signal composed of clusters of multipath 
waves, propagating in a nonhomogenous environment. Within single cluster, the phases of 
the scattered waves are random and have similar delay times, with delay-time spreads of 
different clusters being relatively large. The in-phase and quadrature components of the 
fading signal within each cluster are assumed to be independent from each other, and to 
have different powers. Envelope R, and instantaneous power PR can be written in terms of 
the in-phase and quadrature components of the fading signal as: 

 ( )2 2 2

1

n

R i i
i

R P X Y
=

= = +∑  (12) 

, where Xi  and  Yi are mutually independent Gaussian processes with 0i iX Y= = , 2 2
i XX σ= , 

2 2
i YY σ= , and n is the number of clusters of multipath. Total power of the i-th cluster is 

2 2 2
,R i i i iP R X Y= = + . Since PR,i equals to the sum of two central Gaussian RVs with non-

identical variances, its MGF yields in: 
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The inverse of (14) is given by (Abramowitz and Stegun, 1972, eq. 29.3.60): 
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, where ( )nI i  stands for n-th order modified Bessel function of the first kind. It can be seen 
that ( ) ( )2 1 2 21 1R X YR P n nη σ η σ−Ω = = = + = + , and ( ) ( )4 2 2 2 2 42 1 1R YR P n nη η σ⎡ ⎤= = + + + ⋅⎣ ⎦ .  
Thus,  
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From (16), note that n/2 may be expressed in terms of physical parameters, such as mean-
squared value of the power, the variance of the power, and the ratio of the total power of the 
dominant components and the total power of the scattered waves. Note also, that whereas 
these physical parameters are of a continuous nature, n/2 is of a discrete nature (integer 
multiple of 1/2 ). It is plausible to presume that if these parameters are to be obtained by 
field measurements, their ratios, as defined in (16), will certainly lead to figures that may 
depart from the exact n/2. Several reasons exist for this. One of them, and probably the most 
meaningful, is that although the model proposed here is general, it is in fact an approximate 
solution to the so-called random phase problem, as are all the other well-known fading 
models approximate solutions to the random phase problem. The limitation of the model 
can be made less stringent by defining µ to be: 
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, with μ  being the real extension of
2
n . Values of μ  that differ from 

2
n  may account for: 

- non-Gaussian nature of the in-phase and quadrature components of each cluster of the 
fading signal, 

- non-zero correlation among the clusters of multipath components, 
- non-zero correlation between in-phase and quadrature components within each cluster, 

etc.  
So, the same analysis conduced for κ-µ applies to η-µ as well. Using the definitions for 
parameters η and µ, and the considerations as given above, the η-µ power PDF can be 
written from (15) as: 
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Therefore, the η-µ envelope PDF can be obtained from (18) as: 
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Instantaneous and average SNR are given by: 
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= = , and therefore the 

η-µ SNR PDF can be obtained from (18) as: 
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From (20) we can derive CDF of instantaneous SNR as: 
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Fig. 3. PDF of SNR for µ=0,5 and various values of η 

Since previous integral doesen't have closed-form solution, function Θ has been defined as:  
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Now we can obtain closed-form expression for the n-th order moment of RV γ as: 
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, where ( )2 1 , ; ;F i i i i  represents Gauss hypergeometric function (Abramowitz and Stegun, 
1972, eq. 15.1.1). The κ-µ and the η-µ distributions are indeed general fading distributions, 
which can be seen by a following special cases: 
- µ=0,5 and κ=0, the κ-µ distribution becomes One-sided Gaussian distribution; 
- µ=0,5 and η=0 (or η→∞), the η-µ distribution becomes One-sided Gaussian distribution; 
- µ=1 and κ=0, the κ-µ distribution becomes Rayleigh distribution; 
- µ=0,5 and η=1, the η-µ distribution becomes Rayleigh distribution; 
- µ=1 and κ=K, the κ-µ distribution becomes Rice distribution, where K represents Rice K 

parameter; 
- µ=0,5 and η=q2, the η-µ distribution becomes Hoyt (Nakagami-q) distribution, where q 

represents Hoyt q parameter; 
- µ=m and κ=0, the κ-µ distribution becomes Nakagami-m distribution, where m 

represents Nakagami m parameter; 
- µ=m and η=0 (or η→∞), or µ=m/2 and η=1, the η-µ distribution becomes Nakagami-m 

distribution, where m represents Nakagami m parameter. 
 

 
Fig. 4. PDF of SNR for η=0,5 and various values of µ 

3. Maximal-ratio combining 
There are four principal types of combining techniques (Simon & Alouini, 2005.) that 
depend essentially on the complexity restrictions put on the communication system and 
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amount of channel state information (CSI) available at the receiver. As shown in (Simon & 
Alouini, 2005.), in the absence of interference, Maximal-Ratio Combining is the optimal 
combining scheme, regardless of fading statistics, but most complex since MRC requires 
knowledge of all channel fading parameters (amplitudes, phases and time delays). Since 
knowledge of channel fading amplitudes is needed for MRC, this scheme can be used in 
conjunction with unequal energy signals, such as M-QAM or any other amplitude/phase 
modulations. In this paper we will treat L-branch MRC receiver. As shown in (Simon & 
Alouini, 2005.) MRC receiver is the optimal multichannel receiver, regardless of fading 
statistics in various diversity branches since it results in a ML receiver. For equiprobable 
transmitted symbols, the total SNR per symbol at the output of the MRC is given by (Stuber, 

1996.): 
1

L

j
j

γ γ
=

= ∑ , where jγ  is instantaneous SNR in j-th branch of L-branch MRC receiver. 

3.1 Maximal-ratio combining in presence of κ-µ distributed fading 
We will first analyze statistics of received power and SNR at MRC output in presence of κ-µ 
distributed fading, and then we will obtain expression for outage probability at MRC 
output. Repeating the same procedure as in the previous section, previous relation can be 
written as: 

 , , ,
1 1 1 10 0

1 1L L L n

j R j R j i
j j j i

P P
N N

γ γ
= = = =

= = ⋅ = ⋅∑ ∑ ∑∑   (24) 

, where , ,R j iP represents total received power of the i-th cluster manifested in the j-th branch 

of the MRC receiver. Using (1) one can obtain: 

 ( ) ( )2 2
, , , ,

1 1
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= + + +∑∑ .  (25) 

Repeating the same procedure as in the previous section, one can obtain MGF of the RV PR:                   
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, where 2 2

1

L

j
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d d
=

= ∑ . Inverse of (26) yields in PDF of the RV PR: 
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From PDF of received signal power at MRC output, we can obtain PDF of instantaneous 
SNR at MRC output: 
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 (28) 

Note that sum of L squares of the κ-µ distributed RVs is a square of κ-µ distributed RV, but 
with different parameters, which means SNR at the output of the MRC receiver subdue to 
the κ-µ distribution with parameters:  

, , MRCMRC MRCL Lμ μ κ κ γ γ= ⋅ = = ⋅ . 

Now, it is easy to obtain CDF of SNR at MRC output:  
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∫      (29) 

For fixed SNR threshold γth, outage probability at MRC output is given by: 
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Fig. 5. Outage probability for dual-branch MRC (L=2), fixed κ, and various µ 
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Fig. 6. Outage probability for dual-branch MRC (L=2), fixed µ, and various κ  

 

 
Fig. 7. Outage probability for fixed µ and κ, L=1, 2, 3 and 4 
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3.2 Maximal-ratio combining in presence of η-µ distributed fading 
Now we analyze statistics of received power and SNR at MRC output in presence of η-µ 
distributed fading, and  after that, we will obtain expression for outage probability at MRC 
output. Using (12) one can obtain: 

 ( )2 2
, ,

1 1
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P X Y
= =

= +∑∑   (31) 

Repeating the same procedure as in the previous section one can obtain MGF of the RV PR: 
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Inverse of Equation (32) yields to PDF of the RV PR: 
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From PDF of received signal power at MRC output, we can obtain PDF of instantaneous 
SNR at MRC output: 
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Note that sum of L squares of the η-µ distributed RVs is a square of η-µ distributed RV, but 
with different parameters, which means SNR at the output of the MRC receiver subdue to 
the η-µ distribution with parameters:  

, , MRCMRC MRCL Lμ μ η η γ γ= ⋅ = = ⋅ . 

Now, CDF of instantaneous SNR at MRC output is given by:  
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∫     (35) 

, where Θ is defined in (22). For fixed SNR threshold γth, outage probability at MRC output 
is given by: 
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Fig. 8. Outage probability for dual-branch MRC (L=2), fixed η, and various µ 
 

 
Fig. 9. Outage probability for dual-branch MRC (L=2), fixed µ, and various η 
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Fig. 10. Outage probability for fixed µ and η, L=1, 2, 3 and 4 

4. Symbol error probability analysis 
When we analyze symbol error probability (SEP), we must focus upon single modulation 
format because different modulations result in different SEPs. We must also consider type of 
detection (coherent or non-coherent). Namely, decision-block of coherent receiver performs 
decision based upon information gained in both In-phase and quadrature components, 
while decision-block of non-coherent receiver performs decision based only upon envelope 
of the received signal. Although coherent detection results in smaller SEP than 
corresponding non-coherent detection for the same SNR, sometimes it is suitable to perform 
non-coherent detection depending on receiver structure complexity. 

Non-coherent detection 

To obtain average SEP for non-coherent detection, we will use generic expression for 
instantaneous SEP: ( )expSEP a b γ= ⋅ − ⋅ , where γ represents instantaneous received SNR, 
and non-negative parameters a and b depend on used modulation format.  
Average SEP can be obtained by averaging expression for SEP with respect to γ: 

 ( )
0 0

( ) exp ( )ASEP SEP f d a b f dγ γγ γ γ γ γ
+∞ +∞

= ⋅ ⋅ = ⋅ − ⋅ ⋅ ⋅∫ ∫   (38) 
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b
a 

0.5 1 

0.5 BFSK DBPSK 

1 / / 

1
2

M −  MFSK / 

Table 1. Values of a and b for some non-coherent modulations 
Coherent detection 
To obtain average SEP for coherent detection, we will use generic expression for 
instantaneous SEP: ( )SEP a Q b γ= ⋅ ⋅ , where ( )Q i function is defined as: 

( )
21 exp

22 x

tQ x dt
π

+∞ ⎛ ⎞−
= ⋅⎜ ⎟

⎝ ⎠
∫  

, and non-negative parameters a and b depend on used modulation format. 
 

b
 
a 

1 2 22sin
M
π⎛ ⎞

⎜ ⎟
⎝ ⎠

3
1M −

1 BFSK BPSK / / 

2 QPSK DBPSK MPSK / 

14 M
M
−  / / / Rect. 

QAM 

Table 2. Values of a and b for some coherent modulations 

Average SEP can be obtained by averaging expression for SEP with respect to γ: 

 ( )
0 0

( ) ( )ASEP SEP f d a Q b f dγ γγ γ γ γ γ
+∞ +∞

= ⋅ ⋅ = ⋅ ⋅ ⋅ ⋅∫ ∫   (39) 

Nevertheless, it is sometimes impossible to find closed-form solution for (11). Because of 
that, we will present exact MGF-based solution, and solutions based on lower and upper 
bound of the Q function. To obtain MGF-based solution, first we have to rewrite Q function 
in more suitable form as in (Simon & Alouini, 2005.): 
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Introducing alternate form of Q function in to the ASEP expression, we obtain MGF-based 
solution: 
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Now we seek solutions based on upper and lower bound of Q function. Q function can be 
bounded as: 
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Upper bound for ASEP can be obtained by introducing upper bound of the Q function in 
(39): 
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Lower bound for ASEP can be obtained by introducing lower bound of the Q function in 
(39): 
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4.1 Symbol error probability analysis for maximal-ratio combiner in presence of κ-µ 
distributed fading 
To obtain ASEP at MRC output for κ-µ fading for non-coherent detection, we introduce (28) 
in (38): 
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Using (Prudnikov et al., 1992, eq. 5, page 318) we obtain closed-form expression for ASEP 
for non-coherent detection:  
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Now we have to obtain ASEP at MRC output for κ-µ fading for coherent detection. To do so, 
first we have to manipulate (26) to obtain MGF for RV γ at MRC output: 
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Introducing (45) in (40) we obtain: 
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Now we seek upper bound for ASEP for coherent detection by introducing (28) in (42): 
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Using (Prudnikov et al., 1992, eq. 5, page 318) we obtain closed-form expression for upper 
bound for average SEP for coherent detection: 
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, where ( )1 1 ; ;F i i i  is Kummer confluent hypergeometric function defined in (Wolfram, 

http://functions.wolfram.com/07.20.02.0001.01). Lower bound for ASEP can be obtained by 
introducing (28) in (43), and using the same solution as in the previous case: 
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  (48)  

 

 
Fig. 11. Average symbol error probability for non-coherent BFSK, L=1, 2, 3 and 4 
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Fig. 12. Average symbol error probability for coherent BPSK, L=1, 2, 3 and 4 

4.2 Symbol error probability analysis for maximal-ratio combiner in presence of η-µ 
distributed fading 
To obtain ASEP at MRC output for η-µ fading for non-coherent detection, we introduce (34) 
in (38): 
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Integration of previous expression will be carried out via Meijer-G functions, defined in 
(Wolfram, http://functions.wolfram.com/HypergeometricFunctions/MeijerG/). First we 
have to transform exponential and Bessel functions in Meijer-G functions in accordance to 
(Wolfram, http://functions.wolfram.com/07.34.03.0228.01) and (Wolfram, 
http://functions.wolfram.com/03.02.26.0009.01). Integration is performed with (Wolfram, 
http://functions.wolfram.com/07.34.21.0011.01). After some algebraic manipulations, and 
simplifications in accordance to (Wolfram, http://functions.wolfram.com/07.34.03.0734.01) 
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and (Wolfram, http://functions.wolfram.com/07.23.03.0079.01), we obtain closed-form 
expression for average SEP for non-coherent detection: 
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Fig. 13. Average symbol error probability for coherent BFSK, L=1, 2, 3 and 4 

Now we have to obtain ASEP at MRC output for η-µ fading for coherent detection. First we 
manipulate (32) to obtain MGF for RV γ at MRC output: 
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Introducing (50) in (40) we obtain: 
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Now we seek upper bound for ASEP for coherent detection by introducing (34) in (42): 
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Lower bound for ASEP can be obtained by introducing (34) in (43): 
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5. Simulations and discussion of the results 

For the purposes of simulations, in this section first we discuss ways for generation of κ-µ 
and η-µ RVs. Since we have ( )fγ γ , and since we can’t obtain inverse 1( )fγ γ− , we have to 
apply Accept-Reject method. So, our goal is to generate random numbers from a continuous 
κ-µ and η-µ distributions with probability distribution functions given by (9) and (20), 
respectively.  Although this method begins with uniform random number generator (RNG), 
it requires additional RNG. Namely, we first generate a random number from a continuous 
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distribution with probability distribution function ( )gγ γ , satisfying ( ) ( )f C gγ γγ γ≤ ⋅ , for some 
constant C and for all γ. A continuous Accept-Reject RNG proceeds as follows: 
1. we choose ( )gγ γ ; 
2. we find a constant C such that ( ) / ( )f g Cγ γγ γ ≤  for all γ; 
3. we generate a uniform random number U; 
4. we generate a random number V from ( )gγ γ ; 
5. if ( ) / ( )C U f V g Vγ γ⋅ ≤ , we accept V; 
6. else, we reject V and return to step 3. 
 

 
Fig. 14. Average symbol error probability for coherent BPSK, L=1, 2, 3 and 4 

For efficiency of generation of random numbers V, we choose ( )gγ γ  as a exponential 
distribution. We find constant C so a condition ( ) ( )f C gγ γγ γ≤ ⋅  is satisfied. There is 
another, more efficient method for generation of κ-µ and η-µ RVs. For κ-µ and η-µ 
distributions, in accordance to (1) and (12) respectively, if 0,5 qμ = ⋅ , where q is an integer 
number, then it is possible to obtain κ-µ and η-µ distributed random numbers as a sum of 
squares of q Gaussian random numbers generated from a generator with adequate 
parameters. We designed simulator of κ-µ and η-µ based on outlines given above. We 
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used this simulator to generate samples of κ-µ and η-µ distributed instantaneous SNR. 
These samples are used to obtain outage probability as shown in Figs. 5-7 for κ-µ fading, 
and Figs. 8-10 for η-µ. As we can see from Figs. 7 and 10, there is not much need to 
increase number of combiner’s branches beyond 4, because average SNR gained this way 
decreases for the same outage probability. On Figs. 11 and 13 ASEP for non-coherent 
BFSK has been depicted. Full lines represent theoretical ASEP curves given by (44) and 
(49), respectively. Markers on these figures represent values obtained by simulation. As 
we can see, theoretical and simulation results concur very well. Figs. 12 and 14 depict 
ASEP for coherent BPSK. On Fig. 12 we presented only simulation results (given by 
markers), and ASEP based on Q function upper-bound given by (47) (full lines). Here we 
can see some deviations between simulation results and theoretical expression. On Fig. 14 
we presented 16 curves. Full lines represent curve of ASEP obtained by MGF (51); dashed 
curve represent ASEP based on Q function upper-bound given by (52); dot-dashed curve 
represent ASEP based on Q function lower-bound given by (53); markers represent curve 
obtained by simulation. We can see that simulation result concur with ASEP obtained by 
MGF (which was to be expected), while these two curves lay under upper-bound ASEP, 
and above lower-bound ASEP. Also, we can see that curves obtained by (52) and (53) are 
almost concurring with exact ASEP obtained by MGF.     

6. Conclusion 
Throughout this chapter we presented two general fading distributions, the κ-µ distribution 
and the η-µ distribution. Since we have placed accent on MRC in this chapter, we 
investigated properties of these distributions (we derived probability density functions for 
envelope, received power and instantaneous SNR; cumulative distribution function, n-th 
order moment and moment generating functions for instantaneous SNR), and derived 
relationships concerning distribution of SNR at MRC output (outage probability). Then we 
have analyzed average symbol error probability at MRC output in presence of κ-µ and η-µ 
distributed fading (we derived average symbol error probability for coherent and non-
coherent detection; upper and lower bound of average symbol error probability for 
coherent). The results obtained clearly stated the obvious: 
• for larger κ outage probability and symbol error probability were smaller for fixed µ, 

and fixed average SNR; 
•  for larger µ outage probability and symbol error probability were smaller for fixed, κ 

and fixed average SNR; 
• for larger µ outage probability and symbol error probability were smaller for fixed, η 

and fixed average SNR; 
• for η and 1/η  we obtain the same results; 
• for a greater number of MRC branches, outage probability and symbol error rate were 

smaller for fixed κ and µ, and for fixed η and µ. 
Also, we gave some outlines for design of κ-µ and η-µ RNG.  
Still, there is a lot of investigation in this field of engineering. Namely, scenarios for κ-µ and 
η-µ can be generalized in manner to assume that all clusters of multipath have dominant 
components with arbitrary powers and scattered components with different powers. Also, 
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we can introduce nonlinearity in this fading model in the way Weibull did. Also, one should 
consider correlation among clusters of multipath. For suggested models, one should analyze 
combining performances: switched combining, equal-gain combining, maximal-ratio 
combining, general-switched combining, etc. 
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1. Introduction

Nowadays, communications become essential in the information society. Everyone can get
information anywhere, even in mobility environments, using different kinds of devices and
communication technologies. In this frame the vehicle is another place where users stay
for long periods. Thus, in addition to safety applications, considered as the most important
services, other networked applications could bring an additional value for the comfort of
drivers and passengers, as well as for driving efficiency, in terms of mobility, traffic fluency
and environment preservation.
The payment methods for road usage have received a great attention during the past two
decades. More recently, new advances in ICT (information and communication technologies)
have encouraged researchers all around the world to develop automatic charging systems
aiming at avoiding manual payments at toll plazas while enabling administrations to deploy
charging schemes capable to reduce congestion and pollution. The recent application of Global
Navigation Satellite Systems (GNSS) on these charging platforms can present important
advances, and the research community in ITS (Intelligent Transportation Systems) is aware
of this.
Although charging systems for road use have been called in many different names, the
two most extended have been toll collection and Road User Charging (RUC), which were
established considering the prime two reasons for deploying these systems (Rad, 2001). Firstly,
toll collection was initially employed for charging the users of certain road infrastructures,
with the aim of recovering the costs in construction, operation and maintenance. Many studies
defend the application of this economic model to finance future road networks (Yan et al.,
2009), instead of using public taxes or charging vehicle owners with a periodic fee (this is the
case of Spain, for instance). On the other hand, road user charging has been the term used
when the final aim of the system is not only to obtain revenue for road deployment expenses,
but also to modify certain traffic behaviors in order to reduce pollution or congestion (among
others) (Fields et al., 2009). The application of ICT to automate the charging process has
introduced new terms, such as electronic tolling or electronic toll collection. In practice, many
authors in the literature use all these terms indistinctively.
During the past years, dedicated short-range communications (DSRC) have been a key
technology to automate the charging process on roads. By means of an on-board transceiver,
the vehicle is detected when passing toll points. In real deployments there are usually
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Fig. 1. Several elements comprise a GNSS-based electronic fee collection system.

speed limitations, since the communication channel between the on-board unit (OBU) and
the roadside unit must be maintained for a while to allow the exchange of charging data.
However, DSRC-based solutions present important problems, such as the cost of deploying
roadside equipments when new roads want to be included in the system (a scalability
problem) and a lack of flexibility for varying the set of road objects subject to charge. In this
context, GNSS is lately considered as a good alternative. Essentially, GNSS-based RUC use
geographic positions to locate vehicles in charging areas or roads, and this information is sent
to the operator’s back office to finally create the bill. The European Union is promoting the
European Electronic Tolling Service (EETS) (Eur, 2009) as an interoperable system throughout
Europe. This is based on a number of technologies, as it is shown in Fig. 1, although three of
them are essential:

• Satellite positioning, GNSS;

• Mobile communications using cellular networks (CN);

• DSRC technology, using the microwave 5.8 GHz band.

Several standardization actions concerning electronic fee collection have been already
considered by the European Commission, such as the security framework needed for an
interoperable EETS, to enable trust between all stakeholders, and the definition of an
examination framework for charging performing metrics.
Currently, some of the most important deployments of electronic RUC already use GNSS. In
Switzerland, the LSVA system (also known as HVF for the English acronym of Heavy Vehicle
Fee) complements a distance-based model that uses odometry and DSRC to check vehicle
routes with GPS measurements. The role of GNSS in the German Toll Collect system is more
remarkable, since GPS positions are used to identify road segments. Nevertheless, other extra
mechanisms are used to assure vehicle charging in places where the GPS accuracy cannot
guarantee the road identification. This problem has been analyzed for a potential deployment
of a GNSS-based RUC in Denmark (Zabic, 2009), comparing the GPS performances obtained
in 2003 and 2008. Although availability and accuracy problems had limited the usage of GNSS
for RUC in the city of Copenhagen in 2003, more recent results showed that advances in
receiver technology and updates in the GPS system made possible this application in 2008.
This study supports this thesis primarily on the rise of the number of satellites in sight. In
our opinion, these results must be taken with caution, since the experiments do not analyze
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how many satellites in view are affected by non-line-of-sight (NLOS) multi-path. In The
Netherlands, the plans for creating a distance-based charging system for all vehicles on all
roads also consider GNSS as the potential base technology (Eisses, 2008).
As it has been aforementioned, the accuracy of the position estimates is one of the main
concerns towards the application of GNSS for RUC. It is necessary to provide a confidence
level that assures that the estimate of the vehicle location is close enough to the real one
with a certain high probability. This is the reason why the integrity concept is receiving a
great attention in GNSS-based RUC these days (Pickford & Blythe, 2006). Per contra, the
importance of the map-matching process is many times forgotten. When users are charged
in accordance with the infrastructure used, the identification of charging objects (e.g. the road
segment) is of key importance for the system. Even when the tariff scheme is not based on
charging objects, the usage of additional digital cartography can be useful to improve the
performance of the navigation system. Additionally, the communication subsystem, crucial
for EFC, has not been properly attended in the literature so far. It is important to keep in
mind that payment transactions cannot be completed if charging information does not arrive
to credit and control centers. This chapter deals with these performance aspects regarding the
navigation and communication subsystem and the map-matching algorithm used, all of these
being key elements of EFC systems.
The rest of the chapter goes as follows. After presenting the concept of GNSS-based EFC in
Section 2, more remarkable operation requirements and problems are analyzed in Section 3.
The performance of the GNSS subsystem from the EFC perspective is then analyzed in
more detail in Section 4. Next, some common methods for map-matching used in RUC are
introduced in Section 5. Section 6 describes a proposal that further improves the performance
of the navigation and map-matching subsystems, combining digital (and enhanced) maps
with both GNSS and inertial sensors. Then, the performance of the communication subsystem
when an on-board EFC unit is used is discussed in Section 7. Finally, Section 8 concludes the
paper.

2. GNSS-based electronic fee collection

In GNSS-based RUC, information from the GNSS sensor is used to locate vehicles at charging
places. The use of GNSS as the main positioning technology to charge users for the road usage,
has several benefits related to flexibility and deployment costs:

• A minimum set of roadside units would be needed for enforcement purposes.

• OBU capabilities can be as simple as reporting GPS positions to a processing center, or as
complex as calculating the charge and reporting payment transactions.

• A software-based OBU allows for software updates, reducing maintenance and system
upgrade costs.

• GNSS sensors are cheaper and cheaper, and its performance is increasing.

• Cellular networks, which are the main communication technology considered, have a wide
coverage, more than enough data rates for RUC, and decreasing costs that are also subject
to agreements with operators.

Due to the flexibility of GNSS-based RUC, multitude of approaches can be designed to charge
users. As main distinction factor, GNSS-based RUC solutions can be classified according to
the tariff scheme used in the system. According to the literature (Cosmen-Schortmann et al.,
2009; Grush et al., 2009), three tariff schemes can be distinguished:
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Discrete charging In this case toll events are associated to the identification of road objects
subject to be charged. This group includes single object charging (bridges, tunnels, etc.),
closed road charging on certain motorway segments, discrete road links charging, cordon
charging, or zone presence charging.

Continuous charging The tariff is calculated based on a cumulative value of time or distance.
Distance-based charging and time-in-use charging are included in this group.

Mixed charging A combination of aforementioned approaches is used. An example of this
tariff scheme is charging for cumulative distance or time considering a different price for
each road segment.

3. Measuring the performance of GNSS-based RUC

A clear definition of the performance requirements for a road user charging system is needed
for two main reasons. First of all, the industrial consortiums that apply for a deployment must
be equally evaluated and the final choice must be based on the goodness of each solution
according to some previously established performance needs. Secondly, the interests of users
and authorities must be guaranteed.
Performance requirements must be described in such a way that any possible implementation
that fulfills the needs may be under consideration and verifiable by means of field tests. Thus,
requirements must be independent of the technology and internal calculations for charging.
As the authors of Cosmen-Schortmann et al. (2009) claim, the issue of the positioning errors
must be addressed by the proposed system, but not directly evaluated by the third part
examiner that will evaluate all the proposals. The description of the performance requirements
depends on the final charging scheme. Since it is likely that any final charging scheme is based
on a combination of continuous and discrete ones, let us analyze briefly both cases here.
For a discrete charging scheme, there are only four possible cases: a correct detection
(CD), a correct rejection (CR), a missed detection (MD) and a false detection (FD). Last
two cases cause undercharging and overcharging respectively. Because the consequences
of a MD and a FD are not the same, it is necessary to analyze these effects separately,
and not by a single index of overall correct detection rate. Therefore, there must be two
different performance requirements to avoid overcharges (for users) and to ensure revenues
by avoiding undercharges (for authorities). Furthermore, it must be decided whether the
requirements must be satisfied any time, for any trip in any scenario and under any
circumstance, or it is enough if the average and some statistical parameters show that the
overall errors of overcharge and undercharge are within desirable thresholds. The latter may
lead to persistent errors in the bills of some users who repeatedly drive trajectories not well
covered by the RUC system, due for example to bad satellite visibility conditions in the area.
These special cases should be handled as exceptions, because it cannot be accepted that a
system does not treat fairly every user.
Analogously, for continuous schemes two parameters are also needed to protect the
interests of both users and service providers. Inspired by the notation of the navigation
community (Santa, 2009), some authors introduce the concepts of charging availability and
charging integrity (Cosmen-Schortmann et al., 2006). Charging availability can be defined as
the probability that the charging error is within a desirable error interval. This parameter
protects the interest of both the user and the toll charger, since it covers positive and negative
errors (overcharges and undercharges respectively). Its main mission is to provide the toll
charger with a level of warranty that the user will pay for the road infrastructure usage. On
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the contrary, charging integrity can be defined as the probability that the error is not over an
upper limit; this is, that the user is not overcharged, and its value must be more restrictive than
the charging availability (this is why we claim that the main objective of charging availability
is to protect the interests of the authorities).
Since the charging integrity cannot be compromised, the developers must find a way to
be aware of the reliability of every charge. In case of reasonable doubt, it is preferable not
to charge, rather than to charge wrongly. For this reason, some integrity indexes must be
calculated to verify the certainty of the charges. If integrity indexes inform of a possibly unsafe
charge and the user is finally not charged, the probability associated to charging availability
becomes smaller, but not the one linked to charging integrity. On the contrary, if the user
is charged wrongly, both values of probabilities become smaller and the charging availability
and integrity are compromised. The tuning of the integrity indexes must be done in such a way
that it satisfies the needs regarding availability and integrity. If this tuning cannot be found,
the system is incapable of providing the aimed level of reliability and it must be disregarded.
Although a good estimation of the integrity parameters is crucial for the developers, this
aspect must neither appear in the definition of performance requirements, nor being tracked
during the evaluations. It must be understood only as an internal parameter that eventually
affects the charging availability and integrity.
Finally, one must bear in mind that the performance indexes coming from both discrete and
continuous schemes must be transformed into a unique performance parameter, based for
example on the impact of each error (discrete or continuous) on the eventual charge. This is
necessary since despite the fact that the proposals coming from the industry could be based
on different charging schemes, there must be a possible direct comparison for all of them
and the final system must be seen as a sole charging system independent of the scheme
particularities. Furthermore, the integration of continuous and discrete performance indexes
turns into essential for mixed charging schemes.

4. GNSS performance issues

The main technological drawback of GNSS-based RUC is the performance of the GNSS sensor.
The lack of availability of the GPS signals at places where there is no line of sight with
satellites is a remarkable problem in urban canyons, tunnels or mountain roads, for instance. A
research assignment demanded by the Dutch Ministry of Transport, Public Works and Water
Management (Zijderhand et al., 2006) focuses on the accuracy and reliability of distance and
position measurements by GNSS systems. The trials involved 19 vehicles during one month,
and concluded that during the 13% of the traveling time there was no valid GPS position,
although the overwhelming part of the unavailability was due to time to first fix (TTFF).
Highly related to this, the continuity of the GPS services is also dependent on military
decisions of the US government, since GPS is not a pure-civil navigation system. Moreover,
the accuracy of the position estimates, although it has been improved thanks to enhancements
in the space segment and in the receiver technology, is still not fully reliable to decide whether
or not a user must be charged for supposedly using a road. Although some performance
problems can be compensated (satellite clock bias, signal propagation delay, etc.), others such
as multi-path effects in the user plane are not yet modeled and degrade the accuracy in
urban canyons above all. All these problems can reduce the performance of a liability critical
service such as RUC. The analysis made in Zijderhand et al. (2006) for GNSS positioning
accuracy shows that its 95% level is 37 m. Nevertheless, this number must be taken with
caution when considering RUC applications, because many other factors apart from the
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GPS inaccuracies themselves can affect this result, such as inaccuracies in digital maps or
errors in the map-matching process. The consequences of the positioning errors in the system
performance would not be so severe if current GNSS devices provide a fully meaningful value
of the reliability of the positioning: its integrity. In this case, although the performance of the
system may diminish, its integrity remains and users would be protected against overcharge.
It is then up to the authorities to decide whether or not the expected performance is good
enough to deploy the system, in other words, to ensure the revenue of the investment.
However, current integrity values provided for GNSS devices are inappropriate.
An approximation to provide integrity in GNSS-based positioning is given by the Receiver
Autonomous Integrity Monitoring (RAIM) algorithm. This technique, initially created for
aerial navigation, is based on an over-determined solution to evaluate its consistency, and
therefore it requires a minimum of five satellites to detect a satellite anomaly, and six or
more to be able to reject it (Kaplan, 1996). Unfortunately, this cannot be assumed in usual
road traffic situations, especially in cities (Verhoef & Mohring, 2009). In addition, the RAIM
method assumes that only one failure appears at once, something feasible in the aerial field,
but not in road scenarios: it is usual that several satellite signals are affected by simultaneous
multi-path propagations in an urban area. Satellite Based Augmentation Systems (SBAS),
such as EGNOS (European Geostationary Navigation Overlay Service) or WAAS (Wide Area
Augmentation System), also offer integrity calculation. By means of the information about the
GNSS operational state, broadcasted by GEO satellites, it is possible to compute a parameter of
system integrity (Bacci et al., 2005; Toledo-Moreo et al., 2008). However, this approach does not
consider local errors such as multi-path, which are of key importance in terrestrial navigation.
Due to these problems, in the last years some authors have suggested new paradigms to
estimate the system integrity (Martinez-Olague & Cosmen-Schortmann, 2007; Yan et al., 2009).
In concrete, the work described in Yan et al. (2009) shows an interesting approach for integrity
provision based solely on GNSS that obtains interesting results. Fig. 2 illustrates the solutions
provided by two different approaches (Santa, 2009; Toledo-Moreo et al., 2008; 2007) (among
a number of the literature) for position integrity. The red line represents the HPL (Horizontal
Protection Level) estimated by using the information provided by EGNOS. HPL does not
include local errors at the user plane (such as multi-path) or the contribution of the aiding
sensors. The green line shows the HIT (Horizontal Integrity Threshold) values along the
trajectory. HIT represents the confidence on the horizontal position estimated by the filter that
fuses the sensor data (this could be a particle filter or a Kalman filter, for instance). In Fig. 2,
HIT does not show the peaks that appear in HPL caused by bad GNSS coverage, since HIT
follows errors models that consider the vehicle and the aiding sensors. In this way, although
HIT does not consider EGNOS integrity information for each satellite, it usually offers a better
estimation of the real performance of the navigation system, since a multi-sensor approach
(which supports periods of GNSS absence) is considered.

5. Map-matching for road user charging

In tariff schemes where the user is charged for driving along a road stretch or using a certain
road infrastructure, the map-matching algorithm plays an essential role. However, as far as the
authors know, there is not enough information in the literature about these algorithms applied
to RUC, since current approximations are inside proprietary RUC solutions. This is identified
as a problem towards standardization and calibration, apart from making more difficult the
comparison between different algorithms.
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Fig. 2. Two different solutions for navigation integrity over the vehicle trajectory (in blue).

The most common algorithm used in map-matching is considering the distance between the
vehicle location and the nearest road segment. In this way, apart from the GNSS sensor,
digital information about the road network is necessary. Fig. 3 illustrates this algorithm, based
on the point to segment distance. An ENU (East, North, Up) cartesian coordinate system is
considered, and the computed fix for the vehicle at moment tk is denoted as Pkm = (xkm, ykm).
The algorithm has three main steps:

1. Search for a road segment near the vehicle position, with coordinates P1 = (x1, y1) and
P2 = (x2, y2).

2. Calculate the distance dm between Pkm and the segment.

3. If current segment is closer than previous segments to the position estimate, take it as a
candidate.

An scenario which illustrates a correct operation of the previous algorithm is shown in Fig. 4.
The vehicle is correctly detected at the entrance and exit points in the charing link, and the K
road segments pertaining to the stretch are also identified. However, in real complex scenarios,
GNSS performance problems can imply misdetection of road segments and overcharging or
undercharging.
An extra problem appears when vehicles drive near a charge link but the real driving road is
not present in the digital cartography. An umbral factor to detect roads can help to solve this
problem. Fig. 5 illustrates this solution over a distance-based charging scheme. It considers a
57 km travel of a vehicle along a mix of charge and free roads. The last ones were selected
from the available secondary roads which are parallel to the main highway. For this case, a
threshold of 10 m was found useful to solve the misdetection problem. According to our large
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Fig. 3. Point-segment distance in map-matching.

Fig. 4. Correct operation of map-matching using point-segment distance.

number of tests on Spanish roads, this technique and a suitable threshold can be useful to
solve the problem of non-digitalized parallel secondary roads. However, further mechanisms
are necessary to assure the correct identification of roads under potential GNSS performance
errors and when more than one applicable road require a disambiguation decision.

6. Complementing GNSS in RUC

According to the current literature and our own tests, at its present form, the simplest
approach for GNSS-based location for RUC based on single GPS positioning or GPS
positioning map-matched to a standard digital cartography is not capable to ensure the
demanded levels of performance availability and integrity. To enhance these results, standard
positioning can be aided by different sensors in both the onboard equipment (OBE) and the
road side equipment (RSE). We analyze in this section the main benefits of GNSS aided
location with on-board sensors and maps for the purpose of RUC and its effect on the
provision of performance integrity, with a especial emphasis on map aided road user charging.

6.1 Aiding positioning sensors
Many advanced positioning systems employ a minimum set of a GNSS receiver, an odometer
for speed values and a gyroscope for heading estimates. This configuration presents a good
balance between performance and budget. During GNSS outages, the dead-reckoning system
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Fig. 5. Undercharging and overcharging and the selection of a threshold value in
map-matching.

keeps estimating positions. The magnitude of position drifts depends primarily on the quality
of the aiding sensors, but also on the skills of the algorithm used for sensor integration. Some
interesting examples of GNSS-aided positioning in either loose or tight coupling modes can
be found in Farrell & Barth (1998); Toledo-Moreo et al. (2007); Yang & Farrell (2003).
Aiding positioning supports RUC because as long as the quality of the position is kept and
guaranteed, the road user charging system can stay available. Another advantage comes from
the fact that hybridization algorithms smooth the noisy trajectories generated by the GNSS
positions and represent more realistically the movements of vehicles, what can be useful to
eliminate to some extent the overcharge accumulated in distance-based charging schemes
that employ the GNSS positions to estimate the distance. It is also possible to compare the
odometer distance and the GNSS-based one for enforcement purposes.

6.2 Exploiting enhanced maps for road user charging
Most Geographical Information Systems (GIS) represent roads with one or two polylines
depending whether or not lanes with opposite driving directions are physically separated,
being these polylines series of nodes and shape points, connected by segments. Apart from the
global inaccuracy (from 5 m in urban areas up to 20 m in intercity roads) and the inaccuracy
consequences of the local approximation of the road by series of linear segments, standard
maps lack in contents. All these factors limit significantly the benefits of map-aided location
for RUC.
The concept of enhanced maps (Emaps) was introduced with the objectives of reaching
decimeter accuracy both globally and locally, respecting the shape of the road, and
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Fig. 6. (Top) Stretch of the trajectory during a period when the position estimates drifted as a
consequence of a simulated GPS outage: solid black lines are the map; blue dots are the
assumed true positions given by DGPS; red circles are the position estimates given by the PF.
(Middle) PPL values during the period when the GNSS coverage is gone. The period of lane
mismatch has been marked manually with black crosses. (Bottom) PCA during the same
period.

representing all the lanes of the carriageway and their topological links. Our group
collaborated with the Geolocalization research team of the Laboratoire Central des Ponts
et Chaussées of Nantes, France, in the creation of a novel Emap introduced in the frame
of the European Cooperative Vehicle Infrastructure Systems (CVIS) project (Cooperative
Vehicle-Infrastructure Systems (CVIS) project, n.d.). This work proved to be useful for enhanced
positioning and map-matching at the lane level (Bétaille et al., 2008). It is the authors’ opinion
that the benefits of Emaps can be exploited for RUC in the scenarios where standard maps
fail.
Fig. 6 shows a stretch of one test carried out for a demonstration of the CVIS project. In the
upper image the lanes are plotted from the data stored in the Emap. The high accuracy of
the lanes allows one to distinguish at the first sight the drift in the position estimate that
was caused by the simulation of GPS outage. The map building process, based on kinematic
GPS integrated with inertial sensors and off-line processing, assured an error lower than
five centimeters with respect to the driven middle-lane. Therefore, it can be claimed that the
vehicle is actually on a lane if the confidence on the positioning is high enough. Blue dots
represent the assumed true trajectory given by DGPS during a test. Middle and bottom images
are to present the benefits of the confidence indicators, to be explained in next section.
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6.3 Integrity provision
Independently of the charging scheme applicable for a road stretch or area, toll chargers
need to know the level of reliability on the charge. For continuous schemes based on
cumulative distance, this level can be represented by error-free positioning estimates, such
as the one presented in Martinez-Olague & Cosmen-Schortmann (2007). However, as it has
been previously stated, continuous charging schemes are likely to be completed with discrete
ones, bringing the need of map-matching. It is the authors’ opinion that when map-matching
is needed for making the decision of whether or not a user should be charged, a single integrity
indicator of the positioning error is not enough to represent the situation.
In the frame of the CVIS project, a double integrity indicator that represents the reliability of an
algorithm for positioning and map-matching at the lane level was proposed in Toledo-Moreo
et al. (2010). We believe that this paradigm can be exploited for road user charging purposes.
To do it so, the proposed integrity parameters should represent the confidence on the
positioning itself, as well as the confidence on the assignation of a position (or trajectory)
to a road segment. The combination of both indexes may offer a representative idea of the
positioning and map-matching process because they complement one another. The interest of
the confidence on the position for continuous charging schemes is clear and it was discussed
before. Nevertheless, there may be cases where the confidence on the position estimates is low
due to bad GNSS coverage, but the map-matching problem is trivial, and the final confidence
on the assignment can be high. On the contrary, even with a high confidence on the position
estimates, if map-matching is difficult in a concrete scenario, the overall confidence should
probably be low. In Toledo-Moreo et al. (2010) our paradigm of a double integrity index was
proven to detect a significant number of wrong assignments at the lane level, improving
the overall perception of the vehicle location. This can be exploited for road user charging
purposes. The readers are welcome to follow this reference for further details.
The advantages of using these integrity indicators for the distinction of two adjacent lanes
of the same carriageway is shown in Fig. 6. This situation could represent the RUC scenario
of having contiguous lanes of a highway subject to different charges or the common case of
two roads with different tariffs that go parallel and close along a certain distance. As it can be
seen in the upper image of the figure, at one point of the trajectory the position estimates drift
as a consequence of a simulated GPS gap (in this test the vehicle moves from the left to the
right side of the image). The aiding sensor-set keeps the position estimates in good track for
a while, but due to its low cost, eventually drifts and locates the vehicle in the contiguous
lane. The increasing lack of confidence on the position is represented by the Positioning
Protection Level (PPL) value and visible in the middle image of Fig. 6. PPL represents here
a protection level based on the covariance of the positioning variables of the filter. However,
even with lack of GPS coverage, the positioning and map-matching algorithm would not have
allocated the vehicle in the wrong lane if both lanes would not be topologically connected: i.e.,
if due to physical or legal constraints the vehicle could not make a lane change to the left at
that point. This is because the topological information stored in the Emap binds the vehicle
location to the areas of feasible maneuvers. In that case, PPL values would still be high and
the confidence on the position low, even though the vehicle is correctly assigned to the lane.
The use of the Probability of Correct Allocation (PCA) indicator provides the information
needed to distinguish between these two scenarios and deciding whether or not the vehicle
can be charged. At the bottom of Fig. 6 it can be seen how PCA values become lower and
lower, reaching the lowest value when the lane mismatch begins (the PCA value confirms the
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mismatch). Therefore, PCA enables the decision making of whether or not a rise of the PPL
value corresponds to an incorrect lane allocation.

7. Performance of the communication link

There is another part of the OBU of key importance to perform payment transactions in
GNSS-based EFC: the communication subsystem. Independently of the OBU capabilities to
save the vehicle route or calculate the toll fee, a communication channel is necessary to send
this information on time to a processing center. The performance of this link is also relevant,
since payment transactions must be committed on the back office.
Among the different communication technologies used in vehicle telematics, the most
considered for GNSS-based EFC are cellular networks. These are highly useful for EFC,
since they offer vehicle to infrastructure communications by means of a wide deployment
along road networks. Other communication technologies, such as DSRC or WiFi, are less
suitable, since they are against the flexibility principle of GNSS road-pricing schemes, but
they can be considered as complementary technologies. A set of communication performance
parameters must be assessed in a GNSS-based EFC system, in order to include the necessary
OBU capabilities to cache/calculate charging information or choose a telecom operator. Main
performance issues of cellular networks include network coverage, network capacity, mobility
conditions or vehicle speed (Santa et al., 2006).
Network availability is one of the main drawbacks of CN systems. Telecom operators do not
offer the same service over the terrestrial surface. In urban environments, the CN coverage
is excellent, due to the number of base stations where the mobile terminal can connect. In
rural areas, however, the CN deployment is poor, or even null in some places. It is also
important to differentiate between two important concepts regarding network availability
in CN: coverage and capacity. Coverage can be understood as the possibility of the mobile
terminal to use the network, because in this exact location, an operator has deployed (or
not) the necessary infrastructure. However, even under good coverage conditions, the user
can be rejected to establish a call or a data connection if the capacity of the network has
been exceeded. Depending on several technological issues, such as modulation, frequency
allocation and time slot scheduling, this effect has a different behavior. This way, the number
of users who are concurrently using the network also restricts the CN availability. Since
capacity or coverage problems can appear suddenly, the OBU must be ready to cache all
charging information, which will be sent as soon as a data link is available again.
Apart from potential access to the network, some problems arise due to mobility effects.
Handoffs between base stations are also important, due to potential decrease of performance
in the process. If the mobile terminal is moving at locations far away from the base station
without performing a handoff, poor latency and throughput results can be obtained (Alexiou
et al., 2004). However, this effect is not remarkable in EFC environments these days, since most
of the charged road networks are highways, where handoffs are less frequent. Nevertheless,
the distance between two physical edges in the communication is not the only noticeable effect
of mobility. Interference with other radio equipments and especially bad orography conditions
could also cause communication problems in CN systems.
Finally, the speed is also a noticeable issue in cellular networks (Litjens, 2002). At the physical
level, effects such as Doppler shift, Rayleigh fading and multipath propagation limit the bit
rate allowable in CN at high speed. At link level, handoff issues must also be considered.
Because the handoff process takes time (depending on the type), vehicles at high speed could
have problems in places where the base station density is too high. For this reason, a high rate
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Fig. 7. An evaluation of a vehicle-to-infrastructure communication test using the UMTS
cellular network.

of base stations at highways is favorable, apart from the obvious reduction in deployment
costs. The tests shown in Fig. 7 illustrates some of the previous communication issues using a
UMTS (Universal Mobile Telecommunications System) link. The on-board system considered
in the field trials (Santa et al., 2010) uses the cellular network to send periodical messages to a
server connected to Internet at the infrastructure side. The first graph shows the delay values
for each message sent from the OBU. At a first glance, it is noticeable how mobility conditions
cause continuous delay peaks.
There are three main problematic areas in the results shown in Fig. 7, which are noticeable in
the groups of delay peaks observed in the first graph. The first one, between times 150 s and
200 s, comprises a road stretch where the car drives near a parking area covered with a metallic
roof. Since radio signals are partially reflected, the network performance decreases. The
second problematic area is more evident, between times 540 s and 700 s. The vehicle reaches
the farthest position from the CN base station used for the connection and several buildings
also block the line of sight with it, provoking a severe coverage problem. After leaving this
area, the vehicle comes back towards the base station, where the network performance is
good again. However, just before reaching the base station, the vehicle turns and goes across
a third problematic zone between times 900 s and 950 s. At this location, a small hill between
the vehicle and the base station decreases the channel quality. The graph that illustrates the
cumulative distribution function (CDF) of the delay results shows that values between 180 and
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240 ms comprise more than 90% of the messages. The rest of latency values are distributed in a
quasi-logarithmic trend, since high latencies are less and less common. The last graph in Fig. 7
clearly illustrates this distribution of values, showing a histogram plot of the latency results
with containers that are situated in a logarithmic scale on the axis of abscissas.
As it has been checked, mobile conditions in real scenarios cause performance variations
when a cellular link is used to communicate with a node located in the wired Internet. Due to
this, a good EFC system must be capable of caching enough charging information to commit
payment transactions when the network is not available. Nonetheless, it is important to realize
the good performance of new UMTS networks (a mean delay of 240 ms in the previous test)
in places where telecom operators have deployed the necessary infrastructure. This should
encourage researchers and engineers to consider this communication technology for telematic
services such as road user charging in the next years.

8. Conclusion

The deployment of GNSS-based road pricing schemes needs to consider the impact of the
different technologies involved in such a great system. The performances of the navigation
and communication subsystems are found essential for a correct operation of a GNSS-based
EFC but, as it has been described, the design of the map-matching algorithm is also a
challenge. The analysis carried out in this chapter is considered as a first step prior to
the assessment of high-level performance measurements in GNSS-based EFC, as charging
reliability.
For today, it seems really difficult that any solution exclusively based on GNSS for positioning
can ensure the high standards for charging reliability for road user charging. For this reason,
it is the authors opinion that GNSS technology must be supported by aiding information
coming from onboard sensors and even digital maps, following the line given in this chapter.
Moreover, the calculation of integrity factors that indicate the position goodness at any time
is considered a key need to measure and track the performance of the navigation system in
liability critical services such as road charging, independently of the navigation system used.
A proposal introduced in this chapter shows how the integration of multi-sensor navigation
systems and next generation digital maps presents interesting advances to provide integrity
and further map-matching capabilities.
Cellular networks have been identified as a good communication technology for GNSS-based
EFC, due to their wide deployment and recent advances. However, several performance issues
in real environments indicate that on-board units must be prepared to overcome eventual
communication problems with backend systems. Among all these issues, the coverage and
the capacity of the network in road segments are identified as the most important ones. In
fact, these are being considered by telecom operators nowadays, installing more base stations
or making the most of the available frequency spectrum. Only a reliable communication link
can assure that payment transactions are committed at the back office of an electronic RUC
system.
A deep study about all performance requirements in GNSS EFC is needed, or at
least considering these three important elements: navigation subsystem, communication
technology and map-matching technique. According to authors understanding, this
preliminary analysis is needed for any GNSS-based road tolling system subject to be widely
deployed in real environments, in order to guarantee both the user service and a fair charging
scheme.

372 Vehicular Technologies: Increasing Connectivity



9. Acknowledgements

This work has been sponsored by the Spanish Ministry of Education and Science, through
the SEISCIENTOS Project (TIN2008-06441-C02), and the Seneca Foundation, by means of the
Excellence Researching Group Program (04552/GERM/06). In addition, the authors would
like to thank the colleagues of the GNSS Metering Association for Road User Charging
(GMAR), for the fruitful discussions about charging integrity, and also acknowledge the
joint work carried out between University of Murcia and Laboratoire Central des Ponts et
Chaussées of Nantes, in part of the designs and results briefly introduced in this chapter.

10. References

Alexiou, A., Bouras, C. & Igglesis, V. (2004). Performance evaluation of TCP over
UMTS transport channels, Proceedings of International Symposium on Communications
Interworking, Ottawa.

Bacci, G., Principe, F., Luise, M., Terzi, C. & Casucci, M. (2005). Soft-rec: A gps real-time
software receiver with egnos augmentation, Proceedings of Workshop on EGNOS
performance and applications, Gdynia.

Bétaille, D., Toledo-Moreo, R. & Laneurit, J. (2008). Making an enhanced map for lane
location based services, Proceedings of 11th International IEEE Conference on Intelligent
Transportation Systems, Beijing.

Cooperative Vehicle-Infrastructure Systems (CVIS) project (n.d.). http://www.cvisproject.org.
Cosmen-Schortmann, J., Azaola-Saenz, M., Martinez-Olague, M. & Toledo-Lopez, J. (2006).

Integrity in urban and road environments and its use in liability critical applications,
Proceedings of 2008 IEEE/ION Position, Location and Navigation Symposium, Monterey.

Cosmen-Schortmann, J., Grush, B., Hamilton, C., Azaola-Saenz, M. & Martinez-Olague, M.
(2009). The need for standard performance definitions for GNSS road use metering,
Proceedings of 16th World Congress on Intelligent Transport Systems, Stockholm.

Eisses, S. (2008). The distance-based charging project in the netherlands, Proceedings of 7th
European Congress and Exhibition on Intelligent Transport Systems and Services, Geneva.

Eur (2009). Decision 2009/750/EC of the European Commission on the definition of the European
Electronic Toll Service and its technical elements, document c(2009) 7547 edn.

Farrell, J. & Barth, M. (1998). The Global Positioning System and Inertial Navigation : Theory and
Practice, McGraw-Hill, USA.

Fields, G., Hartgen, D., Moore, A. & Poole, R. (2009). Relieving congestion by adding road
capacity and tolling, International Journal of Sustainable Transportation 3(5): 360–372.

Grush, B., Cosmen-Schrtmann, J., Hamilton, C. & Martinez-Olague, M. (2009). GMAR
standard performance definitions for GNSS road use metering, Proceedings of 16th
World Congress on Intelligent Transport Systems, Stockholm.

Kaplan, E. (1996). Understanding GPS: Principles and Applications, Artech House, USA.
Litjens, R. (2002). The impact of mobility on UMTS network planning, Computer Networks

38(4): 497–515.
Martinez-Olague, M. & Cosmen-Schortmann, J. (2007). Gnss based electronic toll collection

system of guaranteed performances, Proceedings of 14th World Congress on Intelligent
Transport Systems, Beijing.

Pickford, A. & Blythe, T. (2006). Road User Charging and Electronic Toll Collection, Artech House,
USA.

373Technological Issues in the Design of Cost-Efficient Electronic Toll Collection Systems



Rad (2001). Minimum Operational Performance Standards For Global Positioning System/Wide Area
Augmentation System Airborne Equipment, RTCA/DO-229C edn.

Santa, J. (2009). Service Deployment Platform for Intelligent Transportation Systems, Lambert,
Germany.

Santa, J., Toledo-Moreo, R., Zamora-Izquierdo, M., Ubeda, B. & Gomez-Skarmeta, A. (2010).
An analysis of communication and navigation issues in collision avoidance support
systems, Transportation Research Part C: Emerging Technologies 18(3): 351–366.

Santa, J., Ubeda, B., R., T.-M. & Skarmeta, A. (2006). Monitoring the position integrity in
road transport localization based services, Proceedings of IEEE Vehicular Technology
Conference Fall, Montreal.

Toledo-Moreo, R., Bétaille, D. & François, P. (2010). Lane-level integrity provision for
navigation and map matching with GNSS, dead reckoning, and enhanced maps,
IEEE Transactions on Intelligent Transportation Systems 11(1): 100–112.

Toledo-Moreo, R., Santa, J., Zamora, M., Úbeda, B. & Skarmeta, A. (2008). A study of integrity
indicators in outdoor navigation systems for modern road vehicle applications,
Proceedings of IEEE/RAS 2nd Workshop on Planning, Perception and Navigation for
Intelligent Vehicles, Nice.

Toledo-Moreo, R., Zamora-Izquierdo, M., Ubeda-Miñarro, B. & Gomez-Skarmeta, A.
(2007). High-integrity IMM-EKF-based road vehicle navigation with low-cost
GPS/SBAS/INS, IEEE Transactions on Intelligent Transportation Systems 8(3): 491–511.

Verhoef, E. & Mohring, H. (2009). Self-financing roads, International Journal of Sustainable
Transportation 3(5): 293–311.

Yan, G., Chen, X. & Olariu, S. (2009). Providing VANET position integrity through filtering,
Proceedings of 12th IEEE Intelligent Transportation Systems Conference, St Louis.

Yang, Y. & Farrell, J. (2003). Magnetometer and differential carrier phase GPS-aided INS for
advanced vehicle control, IEEE Transactions on Robotics and Automation 2(2): 269–282.

Zabic, M. (2009). Road charging in copenhagen: A comparative study of the GPS performance,
Proceedings of 16th World Congress on Intelligent Transport Systems, Stockholm.

Zijderhand, F., Van Nifterick, W. & Zwiers, A. (2006). Accuracy and reliability of distance
and position measurements by GNSS systems, Technical report, ARS Consulting, The
Hague.

374 Vehicular Technologies: Increasing Connectivity



21 

Propagation Aspects in Vehicular Networks 
Lorenzo Rubio1, Juan Reig1 and Herman Fernández2 

1Universidad Politécnica de Valencia 
2Universidad Pedagógica y Tecnológica of Colombia 

1Spain 
2Colombia 

1. Introduction 
Traffic accidents have become an important health and social problem due to the enormous 
number of fatalities and injuries. The total number of deaths and injuries in the European 
Union (EU), United States of America (USA) and Japan has been steadily reduced over the 
last decade. This reduction is mainly attributed to the implementation of a set of road safety 
measures, such as seat-belt use, vehicle crash protection, traffic-calming interventions and 
traffic law enforcement. However, the number of accidents has remained uniform due to the 
increasing number of vehicles and total distance driven (Peden et al., 2004). 
In addition to passive vehicle safety systems, such as airbags, anti-lock braking system 
(ABS) and electronic stability control (ESP), new active safety systems have been introduced 
to improve vehicular safety. To this end, the last decade has witnessed the traffic 
management industry, engage and promote the integration of information and 
communications technology (wireless, computing and advanced sensor technologies) into 
both vehicles and the wider transport infrastructure. These proposals have led to the 
intelligent transportation system (ITS) concept. At present, different ITS applications have 
been introduced, such as variable message signs (VMS), located at strategic points (e.g., 
tunnels and merging highways) or spaced at given distances, to inform drivers about traffic 
and dangerous situations; automated toll collection systems for highways and parkings; and 
real-time traffic information broadcasted in the FM radio band. 
Besides this, onboard ITS applications have improved the assistance and protection 
mechanisms for drivers: navigation systems, rear and front parking radars, and cameras are 
extensively used in the vehicle. Vehicles now incorporate sophisticated computing systems, 
with several sensors interconnected. However, short-range sensors employed in emergency 
systems, such as forward collision warning and lane keeping assist, are insufficient, specially 
when these sensors need to extend their communication horizon in emergency cases due to the 
limitation of their operating range to line-of-sight (LOS) conditions (Vlacic et al., 2001). 
Therefore, there are safety applications for distance emergency situations, such as blind 
corners and traffic crossing, where large-range vehicular communication systems are required, 
e.g., operating rages of about 1000 meters, in both LOS and non-LOS (NLOS) conditions 
(Gallagher & Akatsuka, 2006). Wireless communications systems which can operate with these 
constraints are known as cooperative systems on the road. In the cooperative system concept, 
vehicles and infrastructure exchange safety messages to extend the distance horizon and 
provide more information in real time to drivers. Cooperative systems involve two 
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capabilities: vehicle-to-infrastructure (V2I) and vehicle-to-vehicle (V2V) communications. V2I 
and V2V communications are also referred to in the literature as V2V communications. 
Government radio management organizations have been allocated specific bands for ITS 
throughout the world. In USA, the Federal Communication Commission (FCC) assigned 75 
MHz of licensed spectrum, from 5.85 GHz to 5.925 GHz, as part of ITS for dedicated short-
range communications (DSRC) in 1999. The European Telecommunication Standard 
Institute (ETSI) allocated 70 MHz for ITS in the 5.9 GHz band, within the frequency range 
from 5.850 GHz to 5.925 GHz, in 2003. This band was divided in three subbands: (1) a band 
of 2x10 MHz, which is prioritized for critical road safety applications, (2) 30 MHz of 
spectrum for road safety related applications, and (3) 20 MHz of spectrum for non-safety 
related applications (ETSI TR 102 492-1 Part 1, 2006), (ETSI TR 102 492-2 Part 2, 2006). In 
Japan, a 10 MHz band from 715 MHz to 725 MHz was assigned for ITS using V2V 
communications in 2007 (Sai et al., 2009). Other unlicensed bands as the 2.4 GHz or 5.4 GHz 
bands can be also used for non-safety ITS applications.  
The protocol stack standardized for DSRC systems is known as wireless access in vehicular 
environments (WAVE), whose physical layer (PHY) is the IEEE 802.11p (IEEE 802.11p, 2010) 
which is an adaptation of the IEEE 802.11a standard (IEEE 802.11, 2007) for DSRC systems. 
In order to optimize the design and development of ITS applications based on wireless 
systems, it is necessary to understand the propagation channel characteristics and how these 
can affect the final performance of safety applications, where a low latency in the 
communication is vital. The V2V channel, where both the transmitter and receiver can be in 
motion with low elevation antennas, is a relatively novel research area in channel modeling. 
Differences between V2V channels and fixed-to-mobile (F2M) channels make that channel 
models developed for F2M cannot be applied to the performance evaluation and 
deployment of future ITS applications based on vehicular communications systems. In 
addition, V2I communications in open areas, such as intercity roads, where the fixed 
transmitting antennas are located along the roads at low height, have not yet been 
sufficiently analyzed in traditional wireless communication models. Also, particular 
characteristics of vehicular environments, such as traffic density and vehicle speeds, have a 
direct influence on the final performance of vehicular safety systems. Therefore, the main 
features of V2X channels must be taken into account in the channel modeling and its 
corresponding channel model.  
In the context of V2X communications under the ITS concept and vehicular safety 
applications, this Chapter provides an overview of propagation aspects in vehicular 
networks based on the available literature, inspecting the approaches introduced in 
vehicular channel modeling, as well as the most important channel measurement campaigns 
carried out to validate and develop new and more accurate channel models. Narrowband 
and wideband characteristics of the vehicular propagation channel are also examined. The 
most important path loss models published in the literature, as well as Doppler spread 
models and fading statistics based on channel measured data are revised. Finally, general 
aspects related to the antennas for vehicular communications and future advances in 
channel modeling are also dealt with.  

2. DSRC link specifications 
In 2003, the DSRC specifications for ITS applications in the 5.9 GHz band were standardized 
in (ASTM E2213, 2003), where the spectrum allocated in USA was divided into seven 
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channels of 10 MHz. The channel numbering and the maximum equivalent isotropically 
radiated power (EIRP) for DSRC devices are illustrated in Table 1. Channel 178 is the control 
channel (CCH), and it is used principally to broadcast communications related to safety 
applications, while non-safety data exchange is strictly limited in terms of transmission time 
and interval. The remaining six channels are referred to as service channels (SCH) and are 
dedicated to safety and non-safety applications. Channel 172 is used in V2V 
communications, and channel 184 is dedicated to V2I communications, especially in 
intersection applications. The rest of the service channels, i.e., 174, 176, 180 and 182, which 
may be combined in 2 channels of 20 MHz (channels 175 and 181), are used to share safety-
related applications. A guard band of 5 MHz is located at the lower edge. In the EU, 20 MHz 
were allocated in the spectrum in the unlicensed band, from 5.795 to 5.815 GHz for short-range 
applications, such as electronic fee collection and parking band (ETSI EN 300 674, 1999). 
 

Channel 
Number 

Central 
frequency 

(MHz) 

Bandwidth 
(MHz) 

RSU EIRP 
max.  

(dBm) 
Pub./Priv 

OBU EIRP 
max. 

(dBm) 
Pub./Priv 

172 5860 10 33/33 33/33 
174 5870 10 33/33 33/33 
175 5875 20 23/33 23/33 
176 5880 10 33/33 33/33 
178 5890 10 44.8/33 44.8/33 
180 5900 10 23/23 23/23 
181 5905 20 23/23 23/23 
182 5910 10 23/23 23/23 
184 5920 10 40/33 40/33 

Table 1. DSRC channel allocation in the 5.9 GHz ITS band 

The maximum EIRP depends on the type of device. The radio transmitter onboard vehicles 
is called an on-board unit (OBU). The roadside unites (RSUs) are equipped within the 
infrastructure along the roadside. The EIRP is also limited depending on the application be 
it public or private. In the EU, the maximum EIRP in the ITS band was limited to 33 dBm 
(TR 102 492-1 Part 1, 2005). In the 5.8 GHz band, the EIRP of RSUs was also limited to 33 
dBm and the maximum single side band EIRP was fixed on -21 dBm with backscattering 
using a passive OBU or tag (ETSI EN 300 674, 1999). 
The radio specifications of ASTM E2213-03 standard are compiled in the IEEE 802.11p 
standard (IEEE 802.11p, 2010), which is an adaptation to vehicular radio communications of 
the IEEE 802.11a standard in the 5.9 GHz band (IEEE 802.11, 2007). Each channel of 10 MHz 
or 20 MHz is OFDM modulated using 52 subcarriers, with 4 pilots and the remaining 48 
subcarriers being used for data transmission. 
The main characteristics of the radio link are summarized in the Table 2. The media access 
control (MAC) protocol is the carrier sense multiple access with collision avoidance 
(CSMA/CA). Consequently, the channel is shared amongst the communication 
transmissions which simultaneously use this channel. The efficiency of the data rate, due to 
the MAC protocol, depends on the transmitter number of nodes, the transmission mode and 
the packet size (CEPT Report 20, 2007). Using a data rate of 6 Mbps and 100 nodes 
simultaneously transmitting, the efficiency varies from about 0.4 to 0.5 with a packet size of 
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256 and 1024 bytes, respectively, which correspond to a shared data rate of 2.4 Mbps and 3 
Mbps, respectively.  
 

Channel bandwidth 10 MHz 20 MHz 
RF link range (m) 10001 

Average LOS packet error 
rate (%) 10 

Average NLOS packet error 
rate (%) 

Not defined 

Transmitted output power 
class (dBm) 

0, 10, 20, 29 
(Class A, B, C, D) 

Modulations BPSK2, QPSK3, 16 QAM, 64 QAM 
Channel data rates (Mbps) 3, 4.5, 63, 9, 12, 18, 24, 27 6, 9, 12, 18, 24, 36, 48, 54 

 
Receiver sensitivities 

(dBm) 

-85 (3 Mbps), -84 (4.5 Mbps),
-82 (6 Mbps), -80 (9 Mbps), 

-77 (12 Mbps), -73 (18 Mbps),
-69 (24 Mbps), -68 (27 Mbps)

-82 (6 Mbps), -81 (9 Mbps), 
-79 (12 Mbps), -77 (18 Mbps), 
-74 (24 Mbps), -70 (36 Mbps), 
-66 (48 Mbps), -65 (54 Mbps) 

Number of receiver antennas 1 (default) 
Maximum speed vehicle 200 km/h (120 mph) 

Packet size (bytes) 64, 10004 

Maximum latency From 20 ms to 1 s5 
OFDM symbol duration  (μs) 8 4 

Table 2. DSRC physical specifications (ASTM E2213-03, 2003), (IEEE 802.11p, 2010) 
From channel measurements carried out in a highway environment under real traffic 
conditions, LOS ranges varying from 880 m to 1327 m in V2V and V2I links were achieved, 
respectively (Gallagher & Akatsuka, 2006). The measured packet error rate oscillates from 
0.63% (V2V) to 1.21% (V2I). A coverage distance from 58 m to 230 m was obtained under 
NLOS conditions for V2V radio links.  

3. Vehicular channel modeling 
In any wireless communication, there are numerous interacting objects (reflectors and/or 
scatterers) between the transmitter and the receiver which condition the radio propagation, 
such as mountains, buildings, trees, vehicles, etc. that comprise the propagation 
environment. In the receiving antenna, multiple contributions or replicas of the transmitted 
signal will be received. These replicas will suffer different reflection, diffraction and 
scattering processes. The received signal corresponds to the coherent addition of these 
                                                 
1 This range corresponds to the ASTM E2213-03 specification. The required range depends on the 
application. The range oscillates from 50 m in precrash sensing to 1000 m for approaching emergency 
vehicle warning or emergency vehicle signal preemption services (Almalag, 2009). 
2 The first OFDM symbol is always BPSK modulated. 
3 The control channel uses 10 MHz of bandwidth, with QPSK modulation and 6 Mbps data rate. 
4 These packet sizes correspond to ASTM E2213-03. However, the packet size depends on the application 
characteristics. The message length oscillates from 150 bytes to 1200 bytes (CEPT Report 20, 2007). 
5 The maximum allowed latency depends on the application. The maximum latency oscillates from 20 
ms in precrash sensing and 1 s in various sign extension applications (Almalag, 2009). 
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replicas, in amplitude and phase. Such replicas have different attenuation and delay related 
to the travelled propagation path. Then, the received signal can experience time-dispersion 
(frequency-selectivity) due to the multipath propagation. In addition, due to the motion of 
the terminals, or the movement of any interacting object in the propagation environment, 
the received signal can experience time-selectivity (frequency-dispersion), as a consequence 
of changes in the phase relationship among the received replicas. In these conditions, the 
propagation environment will limit the final quality of any wireless communication system, 
obliging to the implementation of different transmission techniques to mitigate the 
impairments caused by the channel, such as diversity, equalization, power control and error 
correction, among others. 
The term channel modeling, also referred to as channel characterization, is used to describe the 
approaches, models, and channel measurements conducted to understand how the 
propagation channel impairs and distorts the transmitted signal that propagates through it 
in a specific environment. The different propagation processes that can occur in wireless 
channels, i.e., free-space, diffraction, reflection, scattering and transmission through 
irregular objects, make difficult channel modeling. For practical purposes, it is necessary to 
adopt some approaches and simplifications of the propagation environment. Therefore, a 
channel model is a simplified representation of the propagation channel centered on those 
aspects of the propagation channel that can significantly affect the final performance of the 
wireless system (Michelson & Ghassemzadeh, 2009). In this sense, a channel model can be 
considered as a set of parameters which describes the propagation paths characteristics 
allowing one to analyze, simulate and design wireless communication systems. The 
knowledge of the propagation phenomenon and an accurate channel model are essential for 
a flexible and practical design of any wireless communications system under realistic 
propagation conditions. 
Wireless channel investigation has decades of history encompassing the deployment of 
mobile and personal communication systems (cellular systems) in the early eighties. 
Nevertheless, the vehicular channel, in which both the transmitter and receiver can be in 
motion, is at present an important area in channel modeling (Matolak and Wu, 2009), (Wang 
et al., 2009) and (Molisch et al., 2009). The interest in vehicular channel modeling is mainly 
motivated by the ITS concept for dedicated short-range communications in vehicular 
environments, together with the appearance of new applications related to driving safety, 
that makes the knowledge of the V2V and V2I channels of paramount importance for the 
design and performance evaluation of vehicular communication systems.  
The motion of terminals and the use of low elevation antennas make V2V systems differ 
from conventional F2M or cellular systems, where the base station is fixed with a height 
greater than the mobile terminal. Another difference with cellular systems is the high 
mobility that can be observed in V2V systems due to the relative velocities of the vehicular 
terminals. The high mobility makes vehicular channels exhibit greater temporal variability 
than other conventional channels, such as F2M channels, and can suffer more severe fast 
fading. On the other hand, the probability of link obstruction increases as a consequence of 
both the interacting objects displacement and the use of low elevation antennas. These 
differences, together with different frequency bands operation, make that the channel 
knowledge and channel models developed for cellular systems cannot be used in the 
performance evaluation and deployment of future V2V communication systems.  
The high dynamics experienced in vehicular environments and multipath propagation 
cause vehicular channels to be both time- and frequency-selective. The time-selectivity refers 
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to channel changes over time due to the motion of both terminals and scatterers. In the 
frequency domain, time-selectivity appears as frequency-dispersion. The frequency-
selectivity refers to the variations of the channel in the frequency. In the time domain, 
frequency-selectivity reverts to time-dispersion. 
The channel parameters describing the time- and frequency-dispersion are closely related to 
the environment where the propagation occurs. From a channel modeling point of view, the 
main features of the vehicular environment which are necessary to take into account are the 
following: (1) type of propagation link (V2V or V2I), (2) type of environment (urban, 
suburban, rural, expressway, highway, open areas, etc.), (3) vehicles speeds, (4) vehicular 
traffic density, and (5) direction of motion of the transmitter and receiver vehicles (the same 
or in opposite directions). Although some of the above features are overlapped, for example 
traffic densities are usually higher in urban environments and higher vehicle speeds are 
given in expressway and highway environments, these features increase the possible 
combinations of real propagation conditions thus making difficult the development of 
deterministic propagation models. Therefore, the characteristics of vehicular propagation 
channels are mainly determined either by means of (1) simulation models or (2) through 
measurement campaigns collected using a channel sounder in the time or frequency 
domain. Also, from a system design point of view, due to the large possible combinations of 
real propagation conditions, transmission techniques incorporated to reduce channel 
impairments will observe channels with different time (delay) and frequency (Doppler) 
dispersion.  
Next, Subsection 3.1 is oriented towards the introduction of the most common parameters 
used in channel modeling to describe the time- and frequency-dispersive behavior, in a 
general wireless channel. A review of the most important V2V channel models and the 
approaches made to build them is presented in the Subsection 3.2. 

3.1 Parameters for characterizing wireless channels 
The most important parameters used to describe wireless channels, in a deterministic or 
statistical sense, can be derived from the channel impulse response (CIR). We will introduce 
the CIR of a time-variant wireless channel, as the basis to make a description of the time- 
and frequency-dispersive behavior of the channel.  
In a time-variant environment characterized by multipath propagation, the received signal 
can be seen as the temporal superposition of the transmitted signal replicas (contributions 
from reflectors and scatterers) with different attenuation and delay. If the transmitted 
bandpass signal, denoted by ( )s t , is  

 ( ) ( ) ( ){ }p cs t s t j f tRe exp 2π= , (1) 

where ( )ps t  is the complex envelope and cf  being the carrier frequency, the bandpass 
received signal, denoted by ( )y t , is given by 
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where  

 ( ) ( )i k i d k i k i
k

h t a j f t, , ,
0

, exp 2 cosτ π θ φ
∞

=

= +∑ , (3) 

and 

 ( ) ( ) ( )i i
i

h t h t
0

, ,τ τ δ τ τ
∞

=

= −∑ , (4) 

with k ia ,  and k i,φ   being the amplitude and phase of the i-th contribution that arrives to the 
receiver with an angle k i,θ  with respect to the direction of motion, and delay iτ . The term 

df  is the maximum Doppler frequency, also called Doppler shift, i.e., d cf v /λ=  , where v  
refers to the receiver velocity, c cc f0 /λ =  is the wavelength associated to the carrier 
frequency cf , and c0  is the speed of light. The ( )δ ⋅  function is the Dirac delta, and ⊗  
denotes convolution. Eq. (4) corresponds to the time-variant impulse response of the 
wireless radio channel. Specifically, ( )h t,τ  is the response of the lowpass equivalent 
channel at time t to a unit impulse generated τ  seconds in the pass (Parsons, 2000). ( )h t,τ  
is known as the input delay-spread function, and is one of the four system functions described 
by Bello (Bello, 1963), which can be used to fully characterize linear time-variant (LTV) radio 
channels. The term ( )ih t,τ  is the time-dependent complex coefficient associated to a delay 

iτ , and can be expressed as 

 ( ) ( ) ( )i iR iQh t h t jh t,τ = + , (5) 

where  

 ( ) ( )iR k i d k i k i
k

h t a f t, , ,
0

cos 2 cosπ θ φ
∞

=

= +∑  (6) 

and 

 ( ) ( )iQ k i d k i k i
k

h t a f t, , ,
0

sin 2 cosπ θ φ
∞

=

= +∑  (7) 

are the in-phase and quadrature components, respectively. 
In practice, many physical channels can be considered stationary over short periods of time, 
or equivalently over small spatial distances due to the transmitter/receiver or interacting 
objects displacement. Although these channels may not be necessarily stationary in a strict 
sense, they usually are considered wide sense stationary (WSS) channels. Also, a channel 
can exhibit uncorrelated scattering (US) in the time variable, i.e., contributions with different 
delays are uncorrelated. The combination of the WSS and US assumptions yields the WSSUS 
assumption, which has been very used in channel modeling for cellular systems. 
Under the WSSUS assumption, the channel can be represented as a tapped delay line (TDL), 
where the CIR is written as 

 ( ) ( ) ( )
N

i i
i

h t h t
1

,τ δ τ τ
=

= −∑ , (8) 
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where ( ) ( )i ih t h t,τ  refers to the complex amplitude of the i-th tap. Using this 
representation of the CIR, and taking into account Eq. (3), each of the N taps corresponds to 
one group of closely delayed/spaced multipath components (MPCs). This representation is 
commonly used in the channel characterization theory because the time resolution of the 
receiver is not sufficient to resolve all MPCs in most practical cases. It is worth noting that 
the number of taps, N, and MPCs delay associated to the i-th tap, iτ , remain constant 
during a short period of time, where the WSS assumption is valid. For this reason, N and iτ  
are not dependent on the time variable in Eq. (8). Fig. (1) shows a graphical representation of 
the TDL channel model based on delay elements. 
 

 
Fig. 1. TDL channel model description based on delay elements 

The time variation of the taps complex amplitude is due to the MPCs relative phases that 
change in time for short displacements, in terms of the wavelength, of the 
transmitter/receiver and/or interacting objects. Thereby, ( )ih t  is referred to in the literature 
as the fading complex envelope of the i-th path. The time variation of ( )ih t  is model through 
the Rayleigh, Rice or Nakagami-m distributions, among others (for a mathematical 
description of these distributions, the reader is referred to the Section 5 of this Chapter). 
As introduced previously, vehicular environments can be dynamic due to the movement of 
the terminals and/or the interacting objects. Therefore, vehicular channels may be non-
stationary and the channel statistics and the CIR can change within a rather short period of 
time. In this situation, the WSSUS assumption is not applicable anymore. Sen and Matolak 
proposed to model the non-stationarities of vehicular channels through a birth/death 
persistence process in order to take into account the appearance and disappearance of taps in 
the CIR (Sen & Matolak, 2008). Then, the CIR can be rewritten as 

 ( ) ( ) ( ) ( )
N

i i i
i

h t h t z t
1

,τ δ τ τ
=

= −∑ , (9) 

where ( )iz t  is introduced to model the birth/death persistence process. ( )iz t takes the 0 
and 1 values to model the disappearance and appearance of the i-th tap, respectively. As 
appointed in (Molish et al., 2009), this persistence process can provide a non-stationarity of 
the channel, but it does not consider the drift of scatterers into a different delay bin, and as 
result can lead to the appearance or disappearance of sudden MPCs. The non-stationarity 
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problem in V2V channel has been also addressed in (Bernardó et al., 2008) and (Renaudin et 
al., 2010) from channel measurement data. 
The dispersive behavior in the time and frequency domains of any wireless channel 
conditions the transmission techniques designed to mitigate the channel impairments and 
limits the system performance. As an example, time-dispersion (or frequency-selectivity) 
obliges to implement equalization techniques, and frequency dispersion (or time selectivity) 
forces the use of diversity and adaptive equalization techniques. Orthogonal frequency 
division multiplexing (OFDM) has been suggested to be used in IEEE 802.11p. In a V2V 
system based on OFDM, time-dispersion fixes the minimum length of the cyclic prefix, and 
frequency-dispersion can lead to inter-carrier interference (ICI). In the following, the most 
important parameters used to describe the time- and frequency-dispersion behavior will be 
introduced.  

3.1.1 Time-dispersion parameters 
For a time-varying channel with multipath propagation, a description of its time-dispersion 
characteristics can be obtained by expressing the autocorrelation function of the channel 
output (the received signal) in terms of the autocorrelation function of the input delay-spread 
function, denoted by ( )hR t s, ; ,τ η  and defined as 

 ( ) ( ) ( ){ }hR t s E h t h s, ; , , ,τ η τ η∗ , (10) 

where { }E ⋅  is the expectation operator. In Eq. (10) t  and s  are time variables, whereas τ  
and η  correspond to delay variables. If the WSSUS assumption is considered, the 
autocorrelation function of the channel output can be described by the delay cross-power 
spectral density, denoted by ( )hP ,ξ τ , where s tξ = −  is a short time interval in which the 
channel can be considered wide-sense stationary. The WSSUS assumption implies a small-
scale characterization of the channel where a local scattering can be observed, i.e., short 
periods of time or equivalently short displacements of the terminals. When 0ξ→ , 

( )hP ,ξ τ  is simplified by ( )hP τ , which is referred to as power delay profile (PDP) in the 
literature 
It is very common in the wideband channel characterization theory to express the time- and 
frequency-dispersion of a wireless channel by means of the delay-Doppler cross-power spectral 
density, also called scattering function6, denoted by ( )SP ,τ ν , where the ν  variable refers to 
the Doppler shift. The scattering function can be regarded as the Fourier transform of the 
autocorrelation function ( ) ( ) ( ) ( )h h hR t t R P, ; , ; , ,ξ τ η ξ τ η δ η τ ξ τ+ ≡ = −  with respect to the ξ  
variable. For a complete understanding of a stochastic wideband channel characterization, 
the reader can see the Reference (Parsons, 2000), widely cited in channel modeling studies. 
From ( )SP ,τ ν , ( )hP τ  can be also derived integrating the scattering function over the 
Doppler shift variable, i.e. 

 ( ) ( )h SP P d,τ τ ν ν
+∞

−∞
= ∫ . (11) 

                                                 
6 The term scattering function was incorporated in the wireless channels characterization due to the 

( )SP ,τ ν  function is identical to the scattering function ( ),σ τ ν  of a radar target. 
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From channel measurements of the CIR in a particular environment, and assuming 
ergodicity, the ( )hP τ  can also be estimated for practical purposes as 

 ( ) ( ){ }h tP E h t
2

,τ τ= , (12) 

where { }tE ⋅  denotes expectation in the time variable. From Eq. (12), the PDP can be seen as 
the squared magnitude of the CIR, averaged over short periods of time or small local areas 
around the receiver (small-scale effect). 
The most important parameter to characterize the time-dispersion behavior of the channel is 
the rms (root mean square) delay spread, denoted by rmsτ , which corresponds to the second 
central moment of the PDP, expressed as 
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where τ  is the average delay spread, or first central moment of the PDP, given by 
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Other metrics to describe the delay spread of wireless channels are the maximum delay 
spread, the delay window and the delay interval (Parsons, 2000).  
The frequency-selective behavior of wireless channels is described using the time-frequency 
correlation function, denoted by ( )TR ,ξΩ 7, which is the Fourier transform of the ( )hP ,ξ τ  
function over the delay variable, i.e. 

 ( ) ( ) { }T hR P j d, , exp 2 .ξ ξ τ π τ τΩ Ω
+∞

−∞
= −∫  (15) 

The Ω  variable refers to a frequency interval, i.e., f f2 1Ω= − . When 0ξ= , expression (15) 
is written as 

 ( ) ( ) { }T hR P j dexp 2τ π τ τΩ Ω
+∞

−∞
= −∫ , (16) 

where ( )TR Ω  is known as the frequency correlation function. A metric to measure the 
frequency-selectivity of the channel is the coherence bandwidth, denoted by CB . From Eq. 
(16), CB  is the smallest value of Ω  for which the normalized frequency correlation function, 
denoted by ( ) ( ) ( ){ }T T TR R R/maxΩ Ω Ω , where ( ){ } ( )T TR Rmax 0Ω Ω= = , is equal to 
some suitable correlation coefficient, e.g. 0.5 or 0.9 are typical values. Physically, the 
coherence bandwidth represents the channel bandwidth in which the channel experiences 
approximately a flat frequency response behavior.  
                                                 
7 ( )TR ,ξΩ  corresponds to the autocorrelation function of the time-variant transfer function ( )T f t, . 
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Since ( )hP τ  is related to ( )TR Ω  by the Fourier transform, there is an inverse relationship 
between the rms delay spread and the coherence bandwidth, i.e., C rmsB 1 /τ∝ . 

3.1.2 Frequency-dispersion parameters  
When a channel is time-variant, the received signal suffers time-selective fading and as a 
result frequency-dispersion occurs. A description of the frequency-dispersion characteristics 
can be derived from the Doppler cross-power spectral density, denoted by ( )HP ,νΩ . In a 
WSSUS channel, ( )HP ,νΩ  is related to the autocorrelation of the output Doppler-spread 
function, denoted by ( )HR ; ,ν μΩ ,  

 ( ) ( ) ( )H HR f f P, ; , ,ν μ δ ν μ νΩ Ω+ = − , (17) 

where the autocorrelation function is defined as 

 ( ) ( ) ( ){ }HR f m E H f H m, ; , , ,ν μ ν μ∗ , (18) 

being ( )H f ,ν  the output Doppler-spread function. In Eq. (18) f  and m  are frequency 
variables, whereas ν  and μ  correspond to Doppler shifts variables. From the relationships 
between the autocorrelation functions in a WSSUS channel (Parsons, 2000), the ( )HP ,νΩ  
function can also be regarded as the Fourier transform of the scattering function with 
respect to the τ  variable. When 0Ω→ , ( )HP ,νΩ  is simplified by ( )HP ν , which is referred 
to in the literature as Doppler power density spectrum (PDS). In a similar manner to the PDP, 
the Doppler PDS can also be derived integrating the scattering function over the delay 
variable, i.e. 

 ( ) ( )H SP P d,ν τ ν τ
+∞

−∞
= ∫ . (19) 

Now, from the Doppler PDS some parameters can be defined to describe the frequency-
dispersive behavior of the channel. The most important parameter is the rms Doppler 
spread, denoted by rmsν , given by 
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where ν  is the average Doppler spread, or first central moment of the Doppler PDS, given 
by 
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Time-selective fading refers to the variations of the received signal envelope due to the 
movement of the transmitter/receiver and/or the interacting objects in the environment. 
This displacement causes destructive interference of MPCs at the receiver, which arrive with 
different delays that change in time or space. This type of fading is observed on spatial 
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scales in terms of the wavelength, and is referred to in the literature as small-scale fading in 
opposite to the large-scale fading (also referred to as shadowing) due to the obstruction or 
blockage effect of propagation paths. The variation of the received signal envelope can also 
be modeled in a statistical way using the common Rayleigh, Rice or Nakagami-m 
distributions.  
In a similar manner to the coherence bandwidth, for a time-variant channel it is possible to 
define a parameter called coherence time, denoted by CT , to refer to the time interval in which 
the channel can be considered stationary. From the time correlation function of the channel, 
denoted by ( ) ( )T TR R 0,ξ ξΩ≡ → , CT  is the smallest value of ξ  for which the normalized 
time correlation function, denoted by ( ) ( ) ( ){ }T T TR R R/maxξ ξ ξ , where 

( ){ } ( )T TR Rmax 0ξ ξ= = , is equal to some suitable correlation coefficient, e.g., 0.5 and 0.9 
are typical values. There is an inverse relationship between the rms Doppler spread and the 
coherence time, i.e., C rmsT 1 /ν∝ . 

3.2 V2V channel models 
In the available literature of channel modeling, one can find different classifications of 
wireless channel models, e.g., narrowband or wideband models, non-physical (analytical) 
and physical (realistic) models, and two-dimensional or three-dimensional models, among 
others. Regardless of the type of classification, wireless channel models are mainly based on 
any of the three following approaches (Molish & Tufvesson, 2004): 
• deterministic approach, which characterizes the physical propagation channel using a 

geographical description of the environment and ray approximation8 techniques (ray-
tracing/launching),  

• stochastic approach, oriented to the channel parameters characterization in terms of 
probability density functions often based on large measurement campaigns, and  

• geometry-based stochastic (GBS) approach, which assumes a stochastic distribution of 
interacting objects around the transmitter and the receiver and then performing a 
deterministic analysis. 

In the following, some published V2V channels models based on these approaches will be 
briefly introduced. Also, the main advantages and drawbacks when the above approaches 
are applied to V2V channel models will be indicated.  

3.2.1 Deterministic models 
A deterministic channel model9 characterizes the physical channel parameters in specific 
environments solving the Maxwell’s equations in a deterministic way, or using analytical 
descriptions of basic propagation mechanisms (e.g., free-space propagation, diffraction, 
reflection and scattering process). These models require a geographical description of the 
environment where the propagation occurs, together with the electromagnetic properties of 
the interacting objects. It is worth noting that the term deterministic refers to the way in 
which the propagation mechanisms are described. Evidently, the structure of interacting 
objects, their electrical parameters (e.g., the conductivity and permittivity), and some parts 
                                                 
8 Ray approximation techniques refer to high frequency approximations, where the electromagnetic 
waves are modeled as rays using the geometrical optic theory. 
9 Deterministic models are also referred to in the literature as geometric-based deterministic models 
(GBDMs). 
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of the environment are introduced in the model in a simple way by means of simplified or 
idealistic representations. The main drawbacks of deterministic models are the large 
computational load and the need of a geographical database with high resolution to achieve 
a good accuracy. Therefore, it is necessary to seek a balance between computational load 
and simplified representations of the environment elements. On the other hand, 
deterministic models have the advantage that computer simulations are easier to perform 
than extensive measurements campaigns, which require enormous effort. 
The use of deterministic models based on ray-tracing techniques allows us to perform 
realistic simulations of V2V channels. Earlier Reference (Maurer et al., 2001) presents a 
realistic description of road traffic scenarios for V2V propagation modeling. A V2V channel 
model based on ray-tracing techniques is presented in (Maurer et al., 2004). The model takes 
into account the road traffic and the environment nearby to the road line. A good agreement 
between simulations results, derived from the model, and wideband measurements at 5.2 
GHz was achieved. Nevertheless, characteristics of vehicular environments and the 
resulting large combinations of real propagation conditions, make difficult the development 
of V2V deterministic models with certain accuracy. 

3.2.2 Stochastic models 
Stochastic models10 describe the channel parameters behavior in a stochastic way, without  
knowledge of the environment geometry, and are based on measured channel data. 
For system simulations and design purposes, the TDL channel model has been adopted due 
to its low complexity. The parameters of the TDL channel model are described in a 
stochastic manner. Reference (Acosta-Marum & Ingram, 2007) provides six time- and 
frequency-selective empirical models for vehicular communications, three models for V2V 
and another three for V2I communications. In these models, the amplitude of taps variations 
are modeled in a statistical way through the Rayleigh and Rice distributions, with different 
types of Doppler PDS. The models have been derived from channel measurements at 5.9 
GHz in different environments (expressway, urban canyon and suburban streets). In the 
references (Sen & Matolak, 2007), (Sen & Matolak, 2008) and (Wu et al., 2010), complete 
stochastic models based on the TDL concept are provided in the 5 GHz frequency band for 
several V2V settings: urban with antennas inside/outside the cars, small cities and open 
areas (highways) with either high or low traffic densities. These models introduce the 
Weibull distribution to model the amplitude of taps variations. The main drawback of V2V 
stochastic models based on the TDL representation is the non-stationary behavior of the 
vehicular channel. To overcome this problem, Sen and Matolak have proposed a 
birth/death (on/off) process to consider the non-stationarity persistence feature11 of the 
taps, modeled using a two-state first-order Markov chain (Sen & Matolak, 2008).  

3.2.3 Geometry-based stochastic models 
The deterministic and stochastic approaches can be combined to enhance the efficiency of 
the channel model, resulting in a geometry-based stochastic model (GBSM) (Molisch, 2005). 
The philosophy of GBSMs is to apply a deterministic characterization assuming a stochastic 
(or randomly) distribution of the interacting objects around the transmitter and the receiver 
                                                 
10 In the literature, stochastic models are also referred to as non-geometrical stochastic models (NGSMs) 
11 The persistence process is modeled by z(t) in Eq. (9). 
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positions. To reduce computational load, simplified ray-tracing techniques can be 
incorporated, and to reduce the complexity of the model, it can be assumed that the 
interacting objects are distributing in regular shapes. 
The earlier GBSM oriented to mobile-to-mobile (M2M) communications was proposed in 
(Akki & Haber, 1986). Akki and Haber extended the one-ring scattering model12 resulting in 
a two-ring scattering model, i.e., one ring of scatterers around the transmitter and other ring 
around the receiver. Recent works (Wan & Cheng, 2005) and (Zajic & Stüber, 2008) consider 
the inclusion of deterministic multipath contributions (LOS or specular components) 
combined with single- and double-bounced scattering paths. Recently, in (Cheng et al., 2009) 
a combination of the two-ring and the ellipse scattering model is provided to cover a large 
variety of scenarios, for example those where the scattering can be considered non-isotropic. 
Fig.2 (a) shows a typical V2V urban environment, and its corresponding geometrical 
description, based on two-ring and one ellipse where the scatterers are placed, is illustrated 
in Fig.2 (b), intuitively. To take into account the scatterers around the transmitter or the 
receiver in expressway/highway with more lanes than in urban/suburban environments, 
several rings of scatterers can be considered around the transmitter/receiver in the 
geometrical description of the propagation environment, resulting in the so-called multi-
ring scattering model. 
 

 
Fig. 2. Illustration of the concept of the two-ring and ellipse scattering model: (a) typical V2V 
urban environment with roadside scatterers along the route and road traffic (moving cars), 
and (b) its corresponding geometrical description to develop a GBSM 
As pointed out previously, the channel parameters in vehicular environments are affected 
by traffic conditions. The effect of the vehicular traffic density (VTD) can be also 
incorporated in GBSMs. In the Reference (Cheng et al., 2009), a model that takes into account 
the impact of VTD on channel characteristics is presented. In Section 3.1, the problem of 
non-stionarity in vehicular environments due to high mobility of both the terminals and 
interacting objects was introduced. One advantage of GBSMs is that non-stationarities can 

                                                 
12 The origin of the GBSMs goes back to the 1970s, with the introduction of antenna diversity techniques 
at the Base Stations in cellular systems. To evaluate the performance of diversity techniques, a set of 
scatterers distributed in a ring around the mobile terminal was considered.  
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be handled. In a very dynamic channel, as is the case of the V2V channel under high speeds 
and VTDs conditions, the WSSUS assumption cannot be accomplished. Results presented in 
(Karedal et al., 2009) show as MPCs can move through many delay bins during the terminal 
movement.  
The manner in which GBSMs are built, permits a complete wideband channel description, as 
well as to derive closed-form expressions of the channel correlation functions. The latter is 
especially interesting in MIMO (Multiple-Input Multiple-Output) channel modeling, where 
the space-time correlation function13 can be derived. The potential spectral efficiency 
increment of the system when MIMO techniques are introduced, together with the 
capability of placing multielement antennas in vehicles with large surfaces, makes MIMO 
techniques very attractive for V2V communications systems. The advantage of MIMO 
techniques, together with the MIMO channel modeling experience, explains that most of the 
emerging V2V GBSMs are oriented to MIMO communications. It is worth noting that MIMO 
techniques have generated a lot of interest and are an important part of modern wireless 
communications, as in the case of IEEE 802.11 standards.  
The grade of accuracy in a GBSM can be increased introducing certain information or 
channel parameters derived from real channel data (e.g., path loss exponent and decay trend 
of the PDP). Reference (Karedal et al., 2009) provides a MIMO GBSM based on the results 
derived from an extensive MIMO measurements campaign carried out in highway and rural 
environments at 5.2 GHz. The model described in this reference introduces a generalization 
of the generic GBS approach for parameterizing it from measurements. Karedal et al. 
categorize the interacting objects in three types: mobile discrete scatterers (vehicles around 
the transmitter and receiver), static discrete scatterers (houses and road signs on and next to 
the road), and diffuse scatterers (smaller objects situated along the roadside).  
Another important aspect to take into account in channel modeling is the three-dimensional 
(3D) propagation characteristics when geographical data are available. In channel modeling 
is frequent to distinguish between vertical and horizontal propagation. Vertical propagation 
takes into account the propagation mechanisms that take place in the vertical (elevation) 
plane, whereas horizontal propagation considers the propagation mechanisms that appear 
in the horizontal (azimuth) plane. The first models developed for cellular systems 
considered the propagation mechanisms in the vertical plane (e.g., Walfisch-Bertoni path 
loss model), resulting in the so-called two-dimensional (2D) models. These models were 
oriented to the narrowband channel characterization describing the path loss. Afterwards, 
the introduction of propagation mechanisms in the horizontal plane made possible a 
wideband characterization, resulting in 3D models. Although the V2V models cited in this 
section permit a wideband characterization, they only consider propagation mechanism in 
the horizontal plane. The assumption of horizontal propagation can be accomplished for 
vehicular communications in rural areas (Zajic & Stüber, 2009), whereas it can be 
questionable in urban environments, in which the height of the transmitting and the 
receiving antennas is lower than the surrounding buildings, or where the urban orography 
determines that the transmitter is at a different height than the receiver. For non-directional 
antennas in the vertical plane, the scattered/diffracted waves from the tops of buildings to 
the receiver located on the street are not necessarily in the horizontal plane. In this situation, 
a 3D propagation characterization can improve the accuracy of the channel model. The 
                                                 
13 The space-time correlation function in MIMO theory can be use to compare the outage capacity of 
different arrays antenna geometries (i.e., linear, circular or spherical antenna array). 
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viability of 3D V2V GBSMs based on the two-cylinder model, as an extension of the one-
cylinder model proposed by Aulin for F2M systems (Aulin, 1979), has been verified by Zajic 
et al. from channel measurements in urban and expressway environments (Zajic et al., 2009). 
The two-cylinder model can also be extended to a multi-cylinder in a similar way to the 
multi-ring scattering model. 

4. Vehicular channel measurements 
Channel measurements are essential to understand the propagation phenomenon in 
particular environments, and can be used to validate and improve the accuracy of existing 
channel models. A channel model can also take advantage of measured channel data, e.g., 
parameters estimated from channel measurements can be included in the channel model.  

4.1 Channel measurement techniques and setups 
The measurement setup used to measure the transfer function of a wireless channel, in 
either the time or frequency domain, is referred to as a channel sounder. The configuration 
and implementation of a channel sounder are related to the channel parameters to be 
measure. Thus, channel sounders may be classified as narrowband and wideband.  
Narrowband channel sounders are used to make a narrowband channel characterization. 
Generally, the narrowband channel parameters explored are path loss, Doppler effect and 
fading statistics (small- and large-scale fading). The simplest narrowband channel sounder 
consists of a single carrier transmitter (RF transmitter) and a narrowband receiver (e.g., a 
specific narrowband power meter or a spectrum analyzer) to measure the received signal 
strength. Also, it is possible to use a vector signal analyzer (VSA) as a receiver. Since the 
channel response is measured at a single frequency, the time resolution of a narrowband 
channel sounder is infinity. This means that it is not possible to distinguish different replicas 
of the transmitted signal in the time delay domain.  
When a wireless system experiences frequency-selectivity, or time-dispersion, a wideband 
characterization is necessary to understand the channel frequency-selective behavior. This is 
the case of the future DSRC system, which will use a minimum channel bandwidth of 10 
MHz. To estimate the time-dispersion metrics defined in Section 3.1, a wideband channel 
sounder must be used. Wideband channel sounders can measure the channel response in 
either the frequency or time domain. In the frequency domain, a wideband channel sounder 
measures the channel frequency response at the t0  instant, denoted by ( )T f t0, 14, and the 
CIR is estimated applying the inverse Fourier transform with respect to the frequency f  
variable, yielding ( )h t0 ,τ . A vector network analyzer (VNA) can be use to estimate the 
channel frequency response from the S21 scattering parameter, where the DUT (dispositive 
under test) is the propagation channel and the transmitting and receiving antennas15. The 
main drawbacks of using a VNA are that the channel must be stationary during the 
acquisition time of the frequency response, i.e., the acquisition time must be lower than the 

                                                 
14 ( ),T f t  is the time variant transfer function of the propagation channel. 
15 When a VNA is used, the frequency response measured takes into account the channel responses and 
the frequency response of the transmitting and receiving antennas. A calibration process is necessary to 
extract the antennas effect.  
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coherence time of the channel, and the short transmitter-receiver separation distances since 
the transmitting and receiving antennas must be connected to the VNA. Due to these 
drawbacks, a VNA cannot be used in vehicular channel measurements. The VNA has been 
frequently used as a wideband channel sounder to measure the CIR over short distances, 
e.g., indoor scenarios. An alternative approach consists of transmitting a multicarrier signal, 
with known amplitudes and relative phases. As a receiver, a VSA can be used to estimate 
the measured complex frequency spectrum. 
In the time domain, the CIR is measured directly. There are two possible implementations of 
wideband channel sounders operating in the time domain. The first implementation consists 
of using an impulse generator at the transmitter and a digital sampling oscilloscope (DSO) 
at the receiver, resulting in the so-called impulse channel sounder. The main drawback of an 
impulse channel sounder is that a probe antenna for the trigger pulse is necessary. Impulse 
channel sounders have been used in ultra-wideband (UWB) channel measurements. The 
second implementation of a wideband channel sounder in the time domain is based on the 
transmission of a wideband pseudo-random noise (PN) sequence16. The CIR is estimated as 
the cross-correlation between the received signal and the transmitted PN sequence, resulting 
in the so-called correlative channel sounder. Fig. 3 shows the operating principle of a 
correlative channel sounder. The correlative channel sounder is commonly used in 
wideband channel measurements, particularly in vehicular channel measurements. The time 
resolution of a correlative channel sounder and the maximum resolvable delay are related to 
the chip duration and the length of the PN sequence, respectively. In practice, the simplest 
correlative channel sounder consists of an arbitrary waveform generator (WG) as 
transmitter and a VSA as receiver. The WG transmits a PN sequence, the VSA collects the in-
phase and quadrature components of the received signal, and then through post-processing 
the CIR is estimated. 
 

 
Fig. 3. Correlative channel sounder based on the PN signal principle 

A wideband channel sounder can also use multiple antennas (array antennas) at the 
transmitter and the receiver to explore aspects related to the directional character of the 
propagation channel, e.g. correlation degree among the received signal at each antenna 
element used in spatial diversity and MIMO techniques. In MIMO channel modeling, a full 
characterization of the channel requires the knowledge of the direction-of-arrival (DOA) of 
                                                 
16 In a PN sequence, the transmitted symbols are called chips. Also, the PN technique is referred to in the 
literature as direct sequence spread spectrum (DSSS) technique. 
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MPCs distribution at the receiver, and the direction-of-departure (DOD) distribution at the 
transmitter. 
Independently of the measuring technique (i.e., narrowband or wideband, and time or 
frequency domain), the channel parameters estimated from measurements are influenced by 
the measurement setup, especially by the directional characteristics of the antennas. The 
influence of the measurement setup is not always easily separable from the CIR. 

4.2 Vehicular channel measurement campaigns 
Several vehicular channel measurement campaigns have been conducted to investigate the 
propagation channel characteristics at different environments and frequencies, mainly in the 
last five years. Table 3 summarizes the most representative measurement campaigns, 
indicating the frequency, the measuring technique (narrowband or wideband), the type of 
antennas (SISO17 refers to a single antenna at the transmitter/receiver, and MIMO refers to 
multiple antennas at the transmitter/receiver), the propagation link measured (V2V, V2I or 
V2X) and the environment where the measures were collected. Five types of environments 
have been considered18, i.e., urban, suburban, rural, expressway and highway.  
The frequency bands correspond to the IEEE 801.11b/g band (2.4 GHz), the IEEE 801.11a 
band (5.2 GHz) and the DSRC band (5.9 GHz). A study about the channel parameters 
describing the path loss, as well as the time- and frequency-dispersion behavior will be 
carried out in Section 5 and 6 of this chapter.  
 

Reference Frequency Channel
sounder

System 
configuration

Propagation
link 

Environment 

(Acosta et al., 2004) 2.4 GHz WB SISO V2V SU, E 
(Zajic et al., 2009) 2.4 GHz WB MIMO V2V H 
(Ito et al., 2007) 5.0 GHz NW SISO V2V U 
(Sen & Matolak, 2008) 5.0 GHz WB SISO V2V U, SU, E, H 
(Paier et al., 2007) 5.2 GHz WB MIMO V2X U, R, H 
(Maurer et al., 2002) 5.2 GHz NB SISO V2V U, SU, E, H 
(Renaudin et al., 2009) 5.3 GHz WB MIMO V2V U, SU, H 
(Paschalidis et al., 2008) 5.7 GHz WB MIMO V2V U 
(Acosta & Ingram, 2007) 5.9 GHz WB SISO V2X U, SU, E 
(Cheng et al., 2007) 5.9 GHz NB SISO V2V SU 
(Cheng et al., 2008a) 5.9 GHz WB SISO V2V SU, R, H 
(Tan et al., 2008) 5.9 GHz WB SISO V2X U, R, H 
(Kunisch & Pamp, 2008) 5.9 GHz WB SISO V2V U, R, H 

Table 3. Vehicular channel measurements. NB: Narrowband, WB: Wideband, U: Urban, SU: 
Suburban, R: Rural, E: Expressway, H: Highway 
                                                 
17 Single-Input Single-Output. 
18 This is a general classification to facilitate comparisons between empirical results. To know the 
specific characteristics of the environment where the measurement campaign was conducted, the reader 
can see the corresponding reference. 
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5. V2V narrowband channel characterization 
Based on the available literature, the most important narrowband parameters of vehicular 
propagation channels are reviewed in this Section, i.e., path loss, narrowband fading 
statistics and Doppler spectrum.  

5.1 Path loss modeling 
Path loss is one of the most important parameters used in the link budget, being a measure 
of the channel quality. Path loss takes into account all propagation mechanisms that occur in 
the radio channel, such as free-space, reflection, diffraction and scattering, and is influenced 
by the propagation environment (e.g., urban, suburban or rural), the directional 
characteristic and height of the antennas, and the distance between the transmitter and 
receiver. Path loss is inversely related to the signal-to-noise ratio (SNR), i.e., the higher path 
loss the lower SNR, thus limiting the coverage area.  
Under free space propagation conditions, for a transmitter to receiver separation distance 
d , the averaged received power in logarithm units (dBm), denoted by ( )RP d , is given by 
the Friis transmission formula as 

 ( ) ( )R T T R cP d P G G d 210log 4 / ,π λ= + + −  (22) 

where TP  is the transmitted power (in dBm), TG  and RG  are the transmitter and receiver 
antenna gain (in dBi) in the direction of the propagation wave, and cλ  is the wavelength 
associated to the carrier frequency cf . The last term in Eq. (22) represents the path loss for 
free space propagation conditions, ( )FSPL d , expressed in decibels (dB) as  

 ( ) ( )FS cPL d d 210log 4 / .π λ=  (23) 

In different propagation conditions to free space, the path loss expressed in dB, denoted by 
( )PL d , can be expressed in a general way as 

 ( ) ( )PL d PL d X ,σ= +  (24) 

where ( )PL d  is the average path loss (in dB), and Xσ  is a Gaussian random variable with 
zero mean and standard deviation .σ  The Xσ  variable accounts for the large-scale fading or 
shadowing. 
In many channel models, the average path loss is proportional to the logarithm of the 
distance, i.e., ( )PL d d10 logγ∝ , being γ  a path loss exponent extracted from channel 
measured data (from Eq. (23), 2γ =  in free space). 
There are different path loss models proposed in the literature for V2I and V2V propagation 
links. Next, some path loss models which can be used to vehicular ad hoc networks 
(VANET) simulations will be presented. In the following, and unless otherwise indicated, 
path loss will be expressed in dB; distances, antenna heights and wavelength in meters; and 
frequencies in GHz. 
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5.1.1 V2I path loss models 
Over the last few decades, intense efforts have been carried out to obtain accurate microcell 
path loss models in dense urban environments. In these models, the transmitting antenna is 
placed several meters over the streets floor. Nevertheless, only those models which consider 
the DSRC band can be used to estimate the path loss, as is the case of the microcell urban 
propagation model developed within the WINNER (Wireless World Initiative New Radio) 
European Project. 

Microcell WINNER path loss model 

The model reproduced here corresponds to the extension of the B1 microcell model 
(WINNER, 2007). This model is based on channel measurement results, considering both 
LOS and NLOS conditions. The validity frequency range of the model is from 2 to 6 GHz. 
The model consists of a dual-slope model with and effective height and a breakpoint or 
critical distance, denoted by cd , estimated as 

 T R
c

c

h hd
' '4
λ

= , (25) 

where c cc f0 /λ =  is the wavelength associated to the carrier frequency cf , T Th h h'
0= −  

and R Rh h h'
0= − , Th  and Rh  are the height of the transmitter and receiver antennas, 

respectively, and h0  is the effective height due to the presence of vehicles between the 
transmitter and receiver. h0  is related to traffic conditions, varying from 0.5 (no or low 
traffic) to 1.5 (heavy traffic). For moderate traffic h0 1= . If d  is the distance between the 
transmitter and receiver, the average path loss under LOS conditions is expressed as 
follows 

 ( )
( )

( )
c c

LOS
c c c

d f                        d d
PL d

d d f      d d

22.7 log 41 20log / 5 ,

40log 41 17.3log 20log / 5 ,

⎧⎪ + + <⎪⎪=⎨⎪ + − + ≥⎪⎪⎩
 (26) 

The maximum range of the model is assumed as several kilometres. For the transmitter and 
receiver antennas height, the following ranges are proposed: Tm h  m5 20< <  and 

R m h  m1.5 20< < . This model can be applied to V2I links making T RSUh h=  and R OBUh h=  
where RSUh  and OBUh  are the RSU and OBU antenna heights, respectively.  
Under NLOS conditions, the average path loss can be expressed as 

 ( ) ( ) ( )NLOS LOS j jPL d d PL d d n n d1 2 1 2, 20 12.5 10 log= = + − + , (27) 

where 

 { }jn d  1max 2.8 0.0024 , 1.84= − . (28) 

The geometry for the microcell WINNER path loss model for NLOS conditions is shown in 
Fig. 4, where the distances d1  and d2  are also illustrated. Eq. (27) is valid for Sd W2 / 2> , 
being SW  the street width. For Sd W2 / 2≤  the LOS model can be applied.  
According to Eq. (24), the shadowing effect can be modeled by a standard deviation equal to 
3 dB for LOS conditions and 4 dB for NLOS conditions.  
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Fig. 4. Geometry for the NLOS WINNER microcell path loss model 

5.1.2 V2V path loss models 
Differences between V2V and F2M channels oblige the development of new models to 
estimate the average path loss. Next, we will describe the single- and dual-slope models, 
indicating the values of their parameters based on different narrowband and wideband 
channel measurements, as well as the typical two-ray model. Finally, a more elaborated path 
loss model developed in the University of Kangaku will also be presented. 
Single- and dual-slope path loss models 
In wireless channel propagation, the conventional single-slope path loss model assumes that 
the received power decreases with the logarithm of the separation distance between the 
transmitter and receiver. The average path loss can be estimated as  

 ( ) ( ) ( )PL d PL d d d0 010 log /γ= + , (29) 

where d  is the transmitter to receiver separation distance, ( )PL d0 is the average path loss 
for a reference distance d0 , and γ  is the  well-known propagation path loss exponent. The 
value of γ  takes into account the characteristics of the environment when the propagation 
occurs. In practice, linear regression techniques based on measured data are used to find the 
values of the path loss exponent. 
However, there are environments where a dual-slope piecewise linear model is able to fit 
measured data more accurately. A dual-slope model is characterized by a path loss 
exponent 1γ  and a standard deviation 1σ  above a reference distance up to a breakpoint or 
critical distance cd , and by a path loss exponent 2γ  and a standard deviation 2σ  for a 
distance higher than the critical distance. Using this model, the average path loss can be 
estimated as 

 ( )
( ) ( )
( ) ( ) ( )

1 c

1 c 2 c

PL d d d                                    d d d
PL d

PL d d d d d      d d

0 0 0

0 0 0

10 log / ,

10 log / 10 log / ,

γ

γ γ

⎧⎪ + ≤ ≤⎪⎪=⎨⎪ + + >⎪⎪⎩
 (30) 

In (Green & Hata, 1991), the critical distance cd  is based on the experience and is estimated 
as c T R cd h h2 /π λ= , where Th  and Rh  are the heights of the transmitter and receiver 
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antennas, respectively, and being cλ  the wavelength associated to the carrier frequency cf . 
Nevertheless, Xia et al. proposed a different critical distance c T R cd h h4 /λ= , which is more 
accurate for V2V links (Xia et al., 1993). However, in practice the critical distance is related 
to the propagation characteristics environment, and of course, there are important 
differences among urban, suburban, highway and rural areas. In a similar way as the 
WINNER path loss model, where an effective height was defined to take into account traffic 
conditions, Emmelmann et al. have proposed a critical distance c T R cd h h' '4 /λ= , with 

T Th h h'
0= − , R Rh h h'

0= − , and h0  being an effective ground offset to model different 
propagation conditions (Emmelmann et al., 2010). From a measurement campaign at 5.9 
GHz in an urban environment, with antennas heights Th  m1.51=  and Rh  m1.93=  at the 
transmitter and receiver, respectively, a critical distance cd  m100=  was derived, resulting 
in an effective ground offset h  m0 0.57= (Emmelmann et al., 2010).  
Table 4 summarizes the values of the path loss exponent and the standard deviations of 
shadowing derived from channel measurement campaigns conducted in different vehicular 
environments. 
 

Model Parameter Urban Suburban Highway Rural 
Single 
slope 

γ / dB( )σ  1.61/3.4 (c) 2.32/7.1 (a)

2.75/5.5 (a) 1.85/3.2 (c) 1.79/3.3 (c) 

1γ / 1 dB( )σ  - 2/5.6 (a) 
2.1/2.6 (a) 1.9/2.5 (b) 2.3/3.2 (b) 

2γ / 2 dB( )σ - 3.8/4.4 (a) 
4/8.4 (a) 4/0.9 (b) 4.0/0.4 (b) 

Dual 
slope 

cd m( )  - 100 (a) 220 (b) 226 (b) 

Table 4. Parameters for single- and dual-slope path loss models from different channel 
measured data: (a) (Cheng et al., 2007), (b) (Cheng et al., 2008b), and (c) (Kunisch & Pamp, 
2008) 

In addition, a three slope path loss model, with two breakpoints, has been proposed in (CEPT 
Report 101, 2007), where the first interval of distances considers free-space propagation. 
Two-ray path loss model   
The two-ray model is widely used in LOS conditions due to its simplicity. According to the 
classical definition of the two-ray propagation model, the direct path and the reflected wave 
by the ground can be taken into account to estimate the path loss when there is LOS 
between the transmitter and the receiver and there are no vehicles between them. The 
geometry for the two-ray propagation model is illustrated in Fig.5.  
 

 
Fig. 5. Geometry for the two-ray propagation model 
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The superposition of both the direct and the reflected paths at the receiver antenna, results 
in a fieldstrength gain represented by the term T DE E/ , where TE  and DE  are the total and 
the direct path fieldstrength at the receiver antenna, respectively. From the geometry given 
in Fig. 5, the term T DE E/  can be calculated as follows 

 ( ) ( ) ( )
( )

( )
( )

T r r R r r
T D

T d d R d d

G GdE E jk d
d d G G,

, ,
/ 1 exp

, ,
θ ϕ θ ϕ

ρ
θ ϕ θ ϕ

⊥= + Ψ − Δ
+Δ

, (31) 

where ( ),ρ Ψ⊥  is the Fresnel reflection coefficient of the ground (the street floor in urban 
environments and the road in expressway and highway environments), for vertical ( ) or 
horizontal (⊥ ) polarization, associated to the angle of elevation Ψ ; ck 2 /π λ=  is the 
wavenumber, and dΔ  is the different between the reflected path and the direct path lengths, 
that for T Rh h d,  can be estimated as  

 T Rd h h d2 /Δ ≈ . (32) 

Eq. (31) takes also into account the gain pattern of both the transmitter and the receiver 
antennas, ( )TG ,θ ϕ  and ( )RG ,θ ϕ , respectively, with ( )d d,θ ϕ  and ( )r r,θ ϕ  being the angular 
directions associated to the direct and reflected paths, respectively.  
Eq. (31) corresponds to a rigorous evaluation of the interference between the direct and the 
reflected paths, that must be taken into account for short-ranges, i.e., when the distance d  is 
comparable with the antennas heights Th  and Rh . However, for large-ranges, i.e., when 

T Rd h h, , the following simplifications can be applied: (1) the elevation angle, Ψ  in Fig.5, 
is close to 0 (grazing incidence), (2) ( ), 0 1ρ Ψ⊥ → ≈− , and (3) ( ) ( )T d d T r rG G, ,θ ϕ θ ϕ≈  and 

( ) ( )R d d R r rG G, ,θ ϕ θ ϕ≈ . Thus, Eq. (31) can be simplified and rewritten as 

 ( ) ( )
T R

T R
T D c

d h h d c

h hE E jk d d
d2 /

2/ 1 exp 2sin / 2sin π
π λ

λΔ
Δ Δ

≈

⎛ ⎞⎟⎜≈ − − = ≈ ⎟⎜ ⎟⎟⎜⎝ ⎠
. (33) 

The term T DE E/  derived from Eq. (33) is shown in Fig.6 (a), for typical antennas heights in 
V2V communications ( T Rh h 1.75= = m) and , 1ρ ⊥ =− . 
For small distances between the transmitter and the receiver, the influence of the 
interference between the direct and the reflected paths is visible, and T DE E/  undergoes 
space fading until a breakpoint distance or critical distance given by c T R cd h h4 /λ= . It is 
worth noting that the maximum value (6 dB) of the term T DE E/  occurs for a distance 
where the interference of the reflected path is totally constructive; whereas the minimum 
value is obtained for a distance where the interference is totally destructive.  
When the two-ray propagation model is considered, the Friis transmission formula given by 
Eq. (22), is reedited as follows  

 ( ) ( ) ( ) ( )R T T d d R d d FS T DP d P G G PL d E E 2, , 10log /θ ϕ θ ϕ= + + − + , (34) 

being the total two-ray path loss of the link 

 ( ) ( )c T DPL d d E E2 210log 4 / 10log /π λ − . (35) 
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Fig.6 (b) shows the total path loss versus the transmitter to receiver separation distance, 
where T Rh h 1.75= = m and , 1ρ ⊥ =−  have been considered. 
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Fig. 6. Two-ray propagation model: (a) interference between the direct and the reflected 
paths, and (b) total path loss 

Measurement results reported in the Reference (Kunisch & Pamp, 2008), show that the two-
ray propagation model can be used in highway and rural environments. Due to the direct 
path can be affected by the surrounding environment, Kunisch and Pamp suggest an 
average path loss, denoted here by ( )Two rayPL d− , in the way of  

 ( )Two ray T DPL d PL d E E 2
0 10 log 10log /γ− = + − , (36) 

where γ  is a path loss exponent different from 2 (LOS conditions), and PL0  is a constant. 
Both γ  and PL0  can be extracted from measured data using linear regression techniques.  
When cd λΔ , Eq. (33) can be simplified once again and rewritten as 

 T R
T D

c

h hE E
d

2/ 2 π
λ

≈ . (37) 

Then, the total average path loss is given by 

 ( ) T R

c c T R

d h h dPL d
d h h

22 2 24 410log 10log 10logπ π
λ λ

⎛ ⎞⎛ ⎞ ⎛ ⎞ ⎟⎜⎟ ⎟⎜ ⎜ ⎟≈ − = ⎜⎟ ⎟⎜ ⎜ ⎟⎟ ⎟ ⎜⎟ ⎟⎜ ⎜ ⎟⎟⎜⎝ ⎠ ⎝ ⎠ ⎝ ⎠
, (38) 

yielding to the well-known d4  power law, i.e., the total path loss is proportional to the 
fourth power of the transmitter to receiver separation distance. 
Kangaku University model   
Based on channel measurements, a prediction formula to estimate the average path loss in 
urban environments, with both LOS and NLOS conditions, was proposed in (Ito et al., 2007). 
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The average path loss under LOS conditions is estimated as follows 

 T R
LOS c S

c c

h h dPL d f W
d

10.4 1.3log log 24.6log 1 19.4log 3.9log 33
λ

⎡ ⎤⎛ ⎞ ⎛ ⎞⎟ ⎟⎜ ⎜⎢ ⎥= + + + + + +⎟ ⎟⎜ ⎜⎟ ⎟⎢ ⎥⎟ ⎟⎜ ⎜⎝ ⎠ ⎝ ⎠⎣ ⎦
, (39) 

where cf  is the carrier frequency; cd  is a critical distance estimated by c T R cd h h8 /λ≈ ; and 
Ws is the street width. The geometry of the path loss model for LOS conditions is shown in 
Fig. 7. Table 5 summarizes the validity range of Eq. (39). 
 

 
Fig. 7. Geometry of the Kangaku University path loss model for LOS conditions (Ito et al., 
2007) 
 

Parameter Urban 
environment 

d m( )  2-1000 
cf GHz( )  0.4-6 

SW m( )  8, 20, 40, 60 
T Rh h m, ( )  0.5-3.5 

Table 5. Applicable range of the Kangaku University LOS model 

For NLOS conditions, the model considers the geometry and parameters illustrated in Fig. 8. 
The average path loss is estimated as follows 

 
( )

LOS EL
NLOS

NLOS- NLOS- EL

PL                                       D d
PL

PL PL         D d1 2

,

min , ,

⎧⎪ ≤⎪⎪=⎨⎪ >⎪⎪⎩

 (40) 

where 

 S SD d W W d1 1 2 2= + + + , (41) 

 ( )EL S S S Sd d W W W W d1 1 2 1 2 1/= + + + , (42) 

and 

 ( ){ } ( ) ( ){ } ( )NLOS- EL LOS ELPL W W d D d L d1 1 2 13.2 0.033 0.022 39.4 log log= − − + − + , (43) 

d

 

SW
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( )

( ) ( )

T R
NLOS-

c c c

c

h h d DPL D
d

f W W

1
2

1 2

6.7 11.2 log log 25.9 10.1log log 1

19.8log 3.8log 57.7

λ λ

⎧ ⎫ ⎧ ⎫⎛ ⎞ ⎛ ⎞ ⎛ ⎞⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪⎟ ⎟ ⎟⎜ ⎜ ⎜= − + + + +⎟ ⎟ ⎟⎨ ⎬ ⎨ ⎬⎜ ⎜ ⎜⎟ ⎟ ⎟⎟ ⎟ ⎟⎜ ⎜ ⎜⎪ ⎪ ⎪ ⎪⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎪ ⎪ ⎪ ⎪⎩ ⎭ ⎩ ⎭
+ − +

 (44) 

with c T R cd h h4 /λ= being the critical distance. 
However, a new modification which improves the prediction of path loss has been proposed 
in (Sai et al., 2009), for both LOS and NLOS conditions, where the average path loss given by 
Eqs. (39) and (44) are substituted by the following expressions 

( ) ( )T R
LOS c s

c c

h h DPL D f W
d

'7.2 7.1log log ' 28.3log 1 1.2 log 19.6log( ) 65.9
λ

⎡ ⎤⎛ ⎞ ⎛ ⎞⎟ ⎟⎜ ⎜⎢ ⎥= + + + − − +⎟ ⎟⎜ ⎜⎟ ⎟⎢ ⎥⎟ ⎟⎜ ⎜⎝ ⎠ ⎝ ⎠⎣ ⎦
 (45) 

( ) ( )

( )

T R
NLOS c

c c c

h h d DPL D f
d

W W

1
2

1 2

'47.6 6.6log log ' 89.1 33log log 1 19.9log

11.3log 2.8
λ λ

−

⎧ ⎫ ⎧ ⎫⎛ ⎞ ⎛ ⎞ ⎛ ⎞⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪⎟ ⎟ ⎟⎜ ⎜ ⎜= + + − + +⎟ ⎟ ⎟⎨ ⎬ ⎨ ⎬⎜ ⎜ ⎜⎟ ⎟ ⎟⎟ ⎟ ⎟⎜ ⎜ ⎜⎪ ⎪ ⎪ ⎪⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎪ ⎪ ⎪ ⎪⎩ ⎭ ⎩ ⎭
− +

 (46) 

with D d d1 2'= + . Eqs. (45) and (46) were adjusted from measurement results under real 
traffic conditions.  
 

1d

2SW

1SW

2d

1W

2W

TX

RX

1d

2SW

1SW

2d

1W

2W

TX

RX

 
Fig. 8. Geometry of the Kangaku University path loss model for NLOS conditions (Sai et al., 
2009) 

5.2 Narrowband fading statistics 
In a time-variant channel, the multipath propagation causes signal fading due to the phase 
differences among the MPCs. This signal fading, referred to as small-scale fading, can be 
modeled by the classical Rayleigh and Rice distributions. Rayleigh fading occurs when the 
number of MPCs is high having similar amplitudes. From the central limit theorem (CLT), 
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the time variation of the received signal enveloped, denoted by ( )r t , in a small local area 
around the receiver follows a Rayleigh distribution, with probability density function (pdf) 
given by 

 ( )r
r rpdf r

2

2 2exp
2σ σ

⎛ ⎞⎟⎜ ⎟= −⎜ ⎟⎜ ⎟⎟⎜⎝ ⎠
, (47) 

where { }E r 2 22σ=  is the mean square value of the distribution, equivalent to the average 
power of the received signal. Rayleigh fading occurs generally in NLOS conditions. 
Whereas, in LOS conditions where a dominant contribution with a power A2  exists, the 
received envelop follows a Rice distribution, given by 

 ( )r
r r A rApdf r I

2 2

02 2 2exp
2σ σ σ

⎛ ⎞ ⎛ ⎞+ ⎟⎜ ⎟⎜⎟= −⎜ ⎟⎜⎟ ⎟⎜ ⎟⎜⎟⎟⎜ ⎝ ⎠⎝ ⎠
, (48) 

where ( )I0 ⋅  is the zeroth-order modified Bessel function of the first kind (Gradsthteyn & 
Ryzhik [8.406], 2007). The mean square value of the Rice distribution is { }E r A2 2 22σ= + . 
To model the severity of fading, it is common to use the so-called Rice K  factor defined as 
the relation between the power of the dominant contribution and the power associated to 
the diffuse MPCs, i.e.  

 AK
2

22σ
. (49) 

Note that when K 0→ , the Rice distribution tends to the Rayleigh distribution (Eq. (48) →  
Eq. (47)). Ricean fading occurs generally in LOS conditions. Based on measured data, other 
distributions have been applied to model the small-scale fading, such as the Nakagami-m 
and Weibull distributions. In Nakagami-m fading, the pdf of the received signal envelope is 
given by 

 ( )
( )

m
m

r
m mpdf r r r

m
2 1 22 exp

Γ Ω Ω
−⎛ ⎞ ⎛ ⎞⎟ ⎟⎜ ⎜= −⎟ ⎟⎜ ⎜⎟ ⎟⎟ ⎟⎜ ⎜⎝ ⎠ ⎝ ⎠

, (50) 

where { }E r 2Ω=  and m  is the so-called shape factor (fading parameter). When m 1= , the 
Nakagami-m distribution yields the Rayleigh distribution (note that 22σΩ= ), and if m 1  
the Nakagami-m distribution can approximate the Rice distribution, with (Molisch, 2005) 

 A2 22σΩ= +  (51) 

 ( ) ( )m
m K K2

1
1 / 2 1≈ + + . (52) 

In Weibull fading, the pdf of the received signal envelope is given by  

 ( )r
rpdf r r 1 exp
β

ββ
Ω Ω

−
⎛ ⎞⎟⎜ ⎟= −⎜ ⎟⎜ ⎟⎟⎜⎝ ⎠

, (53) 
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where 0β>  is the fading parameter. When 2β = , the Weibull distribution yields the 
Rayleigh distribution, and if 2β  the Weibull distribution can also approximate the Rice 
distribution. 
Measured results in urban and highway environments reported in (Maurer et al., 2002) 
show that small-scale fading can be approximated very well by the Rice and Nakagami-m 
distributions. Also, in (Cheng et al., 2007) the observed trend is a good match with the Rice 
distribution for short transmitter-receiver separation distances, whereas for large distances 
the small-scale fading is better modeled using the Rayleigh distribution. Nevertheless, there 
are situations of large distances, where the Nakagami-m distribution offers a better fit to the 
measured data, caused by an intermittent loss of the dominant MPC at large distances, e.g. 
when the transmitter and receiver are separated around corners. In (Cheng et al., 2007) 
based on two data sets, high values of m  between 3 and 4 have been estimated from short 
transmitter to receiver distances (approximately less than 4.5 m), whereas for large distances  
m 1<  (e.g. m 0.45=  for distances ranging from 71 m to 177 m), indicating fading more 
severe than Rayleigh. 
Regarding to the large-scale fading or shadowing, produced by the obstruction of MPCs, 
measured results reported in (Maurer et al., 2002) show that it can be well approximated by 
a log-normal distribution. Nevertheless, there are situations in which an intermittent 
blockage of the MPCs exists, causing that the random variable Xσ  in Eq.(24) not follow a 
Gaussian distribution. In this latter case, based on empirical results Cheng et al. proposed to 
jointly model the small- and large-scale fading using the Nakagami-m distribution (Cheng et 
al., 2007).  

5.3 Doppler spectrum 
The channel variability over time and the multipath propagation effect cause frequency 
dispersion or Doppler spread. The movement of both the transmitter and receiver terminals, 
as well as the interacting objects, e.g. other vehicles between the terminals, make that the 
Doppler spread to be different to the conventional F2M systems. Theoretical Doppler 
spectrum models and experimental results are presented in this Subsection.  

5.3.1 Theoretical models 
The first theoretical approach of the Doppler spectrum in a V2V channel was based mainly 
on two important assumptions: (1) both the angle-of-departure (AOD) and the angle-of-
arrival (AOA) of MPCs are uniformly distributed over (0, 2π[, and (2) the CIR has a uniform 
power profile. The above assumptions yield the isotropic scattering assumption, and thus 
the Doppler PDS, ( )HP ν , is given by (Akki & Haber, 1986) 

 ( )
( )

( )
( )T R T R

H RR

a
K

P aa a

2

2

11 1
12

0 otherwise

ν
ν ν ν ν ν

ν νπ ν

⎧ ⎡ ⎤⎪⎪ ⎛ ⎞⎢ ⎥+⎪ ⎟⎜⎪ ⎟⎢ ⎥⎜− − + < < +⎟⎪ ⎜⎪ ⎟⎢ ⎥⎜= ⎟+⎜⎨ ⎝ ⎠⎢ ⎥⎪ ⎣ ⎦⎪⎪⎪⎪⎪⎩

, (54) 

where T Ra /ν ν= ; T T cv /ν λ=  and R R cv /ν λ=  are the maximum Doppler frequencies of 
the transmitter and receiver, respectively, being Tv  and Rv  the transmitter and receiver 



Propagation Aspects in Vehicular Networks 

 

403 

speed, respectively, and cλ  the wavelength; and K ⎡ ⎤⋅⎣ ⎦  is the complete elliptic integral of the 
first kind (Gradsthteyn & Ryzhik [8.112 1], 2007). Fig. 9 shows the behavior of the Doppler 
PDS as a function of the frequency, for different values of a . 
When a 0= , the maximum Doppler frequency of the transmitter is null and therefore, the 
transmitter is static, which corresponds to a V2I channel. In this case, Eq. (54) can be 
simplified an rewritten as follows 

 ( )
R R

H R
R

P
2

1

1

0 otherwise

ν ν ν
νν πν
ν

⎧⎪⎪ − < <⎪⎪ ⎛ ⎞⎪⎪ ⎟⎜= − ⎟⎨ ⎜ ⎟⎟⎜⎪ ⎝ ⎠⎪⎪⎪⎪⎪⎩

, (55) 

which is the classical Jakes Doppler PDS (Clark, 1968), (Jakes, 1974). From Eq. (54), the rms 
Doppler spread can be calculated as 

 T R
rms eff

v vv
2 21 1

22
ν

λλ

⎛ ⎞ ⎛ ⎞ +⎟ ⎟⎜ ⎜⎟= = ⎟⎜ ⎜⎟ ⎟⎜ ⎟⎜⎟⎜ ⎝ ⎠⎝ ⎠
, (56) 

where eff T Rv v v2 2+  is defined as the effective speed (Cheng et al., 2007). For non-
isotropic scattering channels, i.e. non uniform distribution of both AOD and AOA, a general 
closed form for the ( )HP ν  has not been obtained. However, simulation results of the PDS 
show that in a non-isotropic channel the Doppler PDS exhibits one-sided Doppler shifts 
(Zheng, 2006). 
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Fig. 9. Normalized Doppler PDS for the V2V channel (Akki & Habber, 1986) 

Nevertheless, for a V2V specific scenario in an urban canyon, where there are two dense 
reflectors located along one side of the road as shown in the Fig. 10(a), the Doppler PDS can 
be estimated as (Jiang et al., 2010) 
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 ( )

d

H

d dd d
A

P
d dd d

2
2 2 2 2

0 1
2 2

2' '
2 2 2 '2

0 1
2

1 1 1
1 1

1 1

1
1

0 otherwise

γ

γ

ξ
ν ξξ ξ

ξ
ξ

ξ
ξξ

−

−

⎧ ⎧⎪ ⎪⎡ ⎤⎪ ⎪ ⎛ ⎞⎪ ⎪⎢ ⎥⎟⎪ ⎪ ⎜ ⎟× + − − +⎪ ⎢ ⎥⎜⎨ ⎟⎪ ⎜ ⎟⎜⎪⎢ ⎥⎪ ⎝ ⎠− −⎪⎪ ⎢ ⎥⎪⎣ ⎦⎪ ⎪⎩⎪ − ≤ ≤⎪⎪ ⎫= ⎪⎨ ⎡ ⎤ ⎪⎪ ⎛ ⎞ ⎪⎢ ⎥⎪ ⎟⎜ ⎪⎪ ⎟⎢ ⎥+ + − − +⎜ ⎬⎪ ⎟⎜ ⎟⎪ ⎪⎢ ⎥⎜⎝ ⎠−⎪ ⎪⎢ ⎥⎪ ⎪⎣ ⎦⎪ ⎪⎭⎪⎪⎪⎪⎩

, (57) 

where d/ξ ν ν= ; d d cv /ν λ=  , being dv  the relative speed between vehicles, d0  is the 
distance between the transmitter and receiver along the road; d'

1  and d'
2  are the distances 

illustrated in Fig. 10(a); γ  is the path loss exponent; and 

 
( )

A d d
rr

0

0

1 1
'

π

γ γ
π

β α
−

= +∫ ∫ , (58) 

with 

 d dr r r d d
2

2 22
1 2 0 1

cos
sin sin

α
α α

⎛ ⎞⎟⎜= + = − + +⎟⎜ ⎟⎟⎜⎝ ⎠
, (59) 

 d dr r r d d
2' '

2 2' ' ' 2
1 2 0 1

cos'
sin sin

β
β β

⎛ ⎞⎟⎜ ⎟= + = − + +⎜ ⎟⎜ ⎟⎟⎜⎝ ⎠
, (60) 

where ⋅  denotes absolute value. 
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Fig. 10. (a) Illustration of a typical urban canyon environment and (b) its corresponding 
Doppler PDS, when d d  m'

1 2 3= = , d d  m'
2 1 5= =  and 3γ =  (Jiang et al., 2010) 
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For distances along the road, d0 , with similar order of magnitude to the distances d1 , d2 , 
d'

1  and d'
2  shown in Fig. 10(a), the curves are smoothed and the asymptotes of Fig. 10(b) do 

not appear. Otherwise, for asymmetrical positions of vehicles, i.e. d d'
1 2≠  and d d'

2 1≠ , the 
asymmetry of the Doppler PDS increases around the central Doppler frequency. 

5.3.2 Experimental results 
The rms Doppler spread derived from different measurement campaigns, (Cheng et al., 
2007), (Cheng et al., 2008c) can be approximated as a function of the effective speed, effυ , by 

 rms eff
c

s v
2

ν δ
λ

= + , (61) 

where cs / 2λ  is the slope and δ  is an offset. Note that according to Eq. (56), s 1=  and 
0δ =  for isotropic scattering. Table 6 summarizes the values of s  and δ  for highway, rural 

and suburban V2V environments (Cheng et al., 2008c). 
 

Parameter Suburban Highway Rural
Offset, δ  11.2 0.2 0.5 

s  0.428 0.414 0.420 

Table 6. Parameters measured of rms Doppler spread 

It should be emphasized that s  is significantly less than 1 due to the non-isotropically 
oriented scattering objects in real scenarios. 
Likewise, it can be seen that the Doppler spread usually increases if the transmitter to 
receiver distance grows. Obviously, this spreading is the result of the tendency for the 
vehicle speeds to be higher at larger distances. In situations of platoon, since the average 
relative velocity between the vehicles is close to zero, it is comprehensible that the average 
Doppler spread, ν , is approximately 0. 
Table 7 summarizes the results of Doppler parameters for a platoon of vehicles, with a 
distance between transmitter and receiver ranging from 5 to 300 m, under realistic traffic 
conditions. 
 

Parameter Urban Highway 
ν  2.03 Hz 0.93 Hz 
rmsν  85.6 Hz 119.98 Hz 

Table 7. Doppler spectrum parameters measured under platoon conditions, from (Maurer et 
al., 2002) 

5.3.3 Coherence time 
The coherence time has an inverse relation to the rms Doppler spread. The coherence time 
can be related to the rms Doppler spread in terms of a proportionality k-constant 

 C rmsT k /ν≈ , (62) 

where k  represents the time correlation degree. In a V2I channel, k  can be analytically 
derived. For a time correlation degree greater than 50%, ( )π> ≈50% 9/ 16 2k  (Sklar, 1997). 
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According to (Cheng et al., 2007), in a V2V channel an estimation of k  for a correlation 
degree equal to 90% is k90% 0.3≈ . 
From Eq. (61) and Eq. (62), the coherence time has an inverse relationship to the effective 
speed. Also, results reported in (Cheng et al., 2007) show that the coherence time decreases 
as the distance between transmitter and receiver grows.  

6. V2V wideband channel characterization 
This Section provides a brief wideband channel description based on channel data collected 
in the measurement campaigns summarized in the Table 3. It is worth noting that the 
measurement results published in the literature have shown that the propagation 
characteristics are closely related to the type of environment, and in similar environments 
with different frequencies can also vary significantly. For this reason, the metric values 
reported here will be applicable for environments with similar characteristics as those where 
the measurements were collected. 

6.1 V2V TDL channel model 
In channel modeling, the most popular wideband model is the TDL channel model. The CIR 
of a TDL channel model of N taps is written as 

 ( ) ( ) ( )
N

i
i

h t h t i
1

,τ δ τ τΔ
=

= −∑ , (63) 

where B1 /τΔ = , being B the channel bandwidth19. A first approximation to the total 
number of taps can be derived from the rms delay spread as 

 rmsN 1τ
τΔ

⎡ ⎤
⎢ ⎥ +
⎢ ⎥⎢ ⎥

, (64) 

where ⎡ ⎤⋅⎢ ⎥  represents the nearest upper integer function. A TDL channel model should 
describe the number of taps, the relative taps power, the fading amplitude statistics and the 
Doppler PDS for each tap. Some V2V TDL channel models have been published in the 
literature (Acosta & Ingram, 2007), (Sen & Matolak et al., 2008), (Renaudin et al., 2009) and 
(Wu et al., 2010). The reader is referred to those references in order to have a better 
knowledge of how the models have been built.  
The tap fading amplitude statistics can be described by the well-known Rayleigh or Rice 
distributions, as is the case of the model proposed in (Acosta & Ingram, 2007). Nevertheless, 
other researchers have found a better fit to the measured results through the Nakagami-m 
and Weibull distributions. Different small-scale fading conditions have been observed for a 
given tap, ranging from Rician fading (equivalent to fading parameters m 1>  and 2β>  for 
the Nakagami-m and Weibull distributions, respectively) to more severe than Rayleigh 
fading (equivalent to m 1<  and 2β < ). In (Renaudin et al., 2009), the fading parameter β  
takes values from 1.56 to 3.75. In (Sen & Matolak. 2008) the best fit to the measurements is 
performed using the Weibull distribution, where the values of β  oscillates from 1.29 to 5.15. 

                                                 
19 When a correlative channel sounder is use to estimate the CIR, B is equal to the inverse of the time resolution. 
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In (Wu et al., 2010), as an extension work of (Sen & Matolak. 2008), additional TDL channel 
models are provided in terms of the channel bandwidth, where the tap fading statistics is 
also modeled by the Weibull distribution, with β  ranging from 1.59 to 4.97 for a channel 
bandwidth of 20 MHz. 

6.2 RMS delay spread 
Statistical values of the rms delay spread and maximum delays have been reported in the 
literature based on measurement campaigns. In (Kunisch et al., 2008) values of rms delay 
spread equal to 52 ns, 41 ns and 47 ns were estimated for rural, highway and urban areas, 
respectively, for a maximum transmitter-receiver separation of about 300 m. Whereas, in 
(Tan et al., 2008) higher values have been estimated for the same transmitter-receiver 
separation. Table 8 summarizes the rms delay spread values reported in (Tan et al., 2008) for 
different environments, vehicles distances and propagation conditions (LOS and NLOS). 
 

 LOS NLOS 
Rural (100 m) 21.6 - 

Highway (300 m) 156.8 - 
Highway (400 m) 141.8 398 

Urban (200 m 157.5 295 
Urban (400 m) 320.6 - 
Urban (600 m) 286.6 - 

Table 8. RMS delay spread vales, in ns, for different environments and transmitter-receiver 
separation distances, from (Tan et al., 2008) 
Values of rms delay spread reported in (Sen & Matolack, 2008) take into account the location 
position of the antenna and the VTD. Thus, 256 ns has been estimated in urban 
environments with the antenna outside the car, and 125.8 ns with the antenna inside the car. 
For open areas, the values reported are 53.2 ns and 126.8 ns for low and high traffic 
conditions respectively.  
In (Cheng et al., 2008a), a comparative study of the time- and frequency-dispersion behavior 
was performed. Values of maximum delay spread of 0.6 μs, 1.4 μs and 1.5 μs was estimated 
for suburban, highway and rural areas, respectively. These values correspond to a 90% 
probability, i.e., values which can be observed in the 90% of times or situations. For a 
correlation degree equal to 90%, the following coherence bandwidths have been estimated: 
730 kHz, 520 kHz and 460 kHz for suburban, rural and highway areas, respectively.  
In general, vehicular environments are mainly characterized by the presence of local 
interacting objects and the longest delay spread appears in canyon scenarios under NLOS 
conditions, i.e., street canyons in urban areas and highway environments when big vehicles 
exist in the transmitter and receiver proximity. This is a further difference with respect to 
cellular systems, where the longest time dispersion occurs within open and suburban areas. 

6.3 RMS Doppler spread 
As started in the previous Section, in V2V channels the Doppler PDS can differ to the 
classical U-shaped spectrum due to the AOA of MPCs has a non-uniform distribution. 
Values of the rms Doppler spread reported in the literature are clearly dependent on the 
vehicular speed used in the measurement campaign. Values of rms Doppler spread less than 
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1 kHz have been measured. These values are a small fraction of the inter-carrier frequency 
defined in IEEE 802.11p (156.25 kHz), indicating that the Doppler spread may not cause 
significant inter-carrier interference (ICI). Nevertheless, the coherence time in vehicular 
environments can introduce impairments when long symbol packets are transmitted.  
Based on channel measurements, in (Acosta & Ingram, 2007) different Doppler PDS shapes for 
each tap of the TDL channel model are provided: flat, round, classic 3 dB and classic 6 dB. 

7. Some aspects related to the antennas for vehicular communications 
Both the infrastructure and the vehicle antennas in the ITS 5.9 GHz band are typically 
directive in the vertical plane and omni-directional in the azimuth plane. The antennas in 
vehicles are usually mounted either on the roof or inside the vehicle (e.g. under the 
windshield, in rear view mirror, on a seat or near a dashboard) although some vehicles can 
have additional antennas for radar applications in the bumper. For instance, the antennas 
are usually mounted under the windshield of the vehicle,  inside the device known as tag or 
on-board equipment (OBE), for toll collection applications and parking control working in 
the CEN DSRC 5.8 GHz band (CEN EN 12253, 2004). 
The effect of the antenna placement in vehicles is significant (Kaul et al., 2007). The 
differences in the cumulative link packet error rates are until 25-30% depending on the 
antenna locations under LOS conditions. Gain patterns of omni-directional antennas in the 
azimuth plane become asymmetric in certain positions of the vehicle, showing only an 
accurate approximation to the omni-directional pattern if the antenna is mounted on the 
center of the vehicle roof.  
The antenna can be designed as either wideband dipole antenna (Chen et al., 2005) or 
double-fed printed monopole (Jensen et al., 2007) for OBU, and double-looped monopole 
(Kim et al., 2003) for RSU, operating in WLAN 2.4-2.485 GHz, 5.47-5.725 GHz and ITS 5.9 
GHz bands.  
The antenna radiation pattern in the vertical plane can be approximated using the ITU-R 
F.1336 Recommendation (CEPT Report 101, 2007), (ITU-R F.1336, 2007), where the gain, 
expressed in dBi, for an elevation angle 1θ  is given by 

 [ ]G G G1 2( ) max ( ), ( )θ θ θ= , (65) 

with 
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, (67) 

where 1θ  is the tilt of the gain elevation pattern; dB3θΔ −  is the -3 dB beamwidth in the 
vertical plane G

dB
00.1

3 107.6 10θΔ −
− = × , being G0  the maximum gain (in dBi); and k 0=  is 

the sidelobe factor for the frequency range from 3 GHz to 70 GHz. All angles in Eqs.(65)-(67) 
are expressed in degrees. 
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Fig. 11(a) shows an example of the approximated gain pattern in the vertical plane for a 
vehicle antenna using Eqs.(65)-(67). Maximum gains of 5 and 8 dBi have been considered. In 
Fig. 11(b), the main parameters of the RSU and OBU antennas are illustrated. The height and 
the tilt of the RSU antenna depend on the range of the transmission. Regardless RSU 
antenna, the height is limited to 15 m above the road surface. For applications in CEN DSRC 
5.8 GHz band (CEN EN 12253, 2004), the antenna height is around 5.5 m, with a usual 
antenna tilt of 55º; and for larger-range applications in the ITS 5.9 GHz band the typical RSU 
antenna elevation is about 6 m with an antenna tilt equal to 45º. 
 

 
Fig. 11. (a) Gain pattern in the vertical plane for the ITS 5.9 GHz band, with maximum gains 
of 5 and 8 dBi, and (b) antenna installation in the vehicle and in the RSU for ITS applications 
at 5.9 GHz 

8. Future advances in channel modeling for vehicular communications 
Although advances have been made within V2V channel modeling, there are still many 
remaining unanswered questions. Further empirical studies should be conducted to 
improve the accuracy of channel models, considering the possible combinations of real 
propagation conditions. For this purpose, more measurement campaigns covering a greater 
variety of scatterers density, vehicles speed, LOS and NLOS conditions, are necessary. In 
this sense, the future challenges should be oriented to channel measurements and the 
development of parameterized channel models, where the main channel parameters 
estimated from real data could be introduced in the channel model. 
The Doppler PDS is an important parameter which characterizes the frequency-dispersion 
behavior of vehicular environments. In order to develop more accurate channel models 
based on the TDL concept, further studies of non-isotropic scattering based on 
measurements should be conducted. In addition, the transmitter and receiver direction of 
motion affect the channel parameters. Few measurement campaigns have considered the 
transmitter and receiver moving in opposite directions, especially in expressways and 
highways, where the vehicles speed is high. In this sense, more measurement campaign 
should be conducted when the transmitter and receiver are moving in opposite directions 
and for various vehicular traffic densities in different environments. 
The measurement campaigns performed consider short separation distances between the 
transmitter and the receiver, with a maximum distance of about 400 m. Although there are 
still few applications involving vehicles separated by large distances, measurement 
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campaigns are required to explore the propagation characteristics for large ranges, e.g., 
larger than 1 km.  
In the measurement campaigns, the antennas are placed in elevated positions of the 
vehicles. Since the antenna position in the vehicle can affect the packet error rate, other 
vehicles positions, near to real implementations, should be considered. Also, the typical 
vehicles involved in the measurements are vans. More measurements are necessary 
considering a greater variety of vehicles, since the propagation mechanisms, especially the 
obstruction effects, are related to the height of the antennas. 
Exploring the available literature, little attention has been devoted to V2I measurement 
campaigns compared with the V2V case. Since some safety applications involve RSUs, more 
measurements of the V2I channel are required, developing more realistic channel models. It 
is also interesting to obtain V2I path loss models for highway and rural areas taking into 
account the effective height of the terrain, as well as the road curves and other important 
interacting objects that comprise the propagation environment. 
Other frequency bands, as the low part of the UHF band may be also allocated to V2V 
communications. In Japan, a 10 MHz band from 715 MHz to 725 MHz has been already 
assigned for ITS applications to prevent oncoming traffic collisions (Sai et al., 2009). It is 
interesting to explore the propagation characteristics at these frequencies, because 
significant differences to the 5.9 GHz band exist.  
Finally, since large differences exist among cities, expressways and highways around the 
world, to have a better knowledge of the vehicular channel propagation characteristics in 
specific environments more measurement campaigns must be conducted in different places.  

9. Conclusions 
The ITS concept for DSRC systems, together with new applications related to driving safety 
and mobile ad hoc networks, have triggered great interest in vehicular channel modeling 
during the last decade, and specially in the five last years. Differences between vehicular 
and traditional cellular channels require new channel models and measurement campaigns 
to understand the signal impairments introduced by the time- and frequency-dispersive 
behaviour of the vehicular channel. The main characteristics of vehicular environments, 
make that the vehicular channel have great incidence to the final system performance. As 
mentioned, an accurate knowledge of the vehicular channel is vital to implement safety 
applications. 
In this Chapter, principal propagation aspects in vehicular networks have been analyzed. 
Based on the available literature, an overview of V2V and V2I channel modeling and channel 
measurements has been reported. A narrowband characterization of the V2V and V2I channel 
has been made, where the most important path loss and Doppler PDS models have been 
described. Also, information of wideband channel parameters has been provided. Finally, 
future advances in channel modeling for vehicular communications have been identified. 
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1. Introduction 
Container port area should be treated as a very difficult radio waves propagation 
environment, because lots of containers made of steel are causing very strong multipath 
effect and there is time-varying container arrangement in stacks of different height. Path loss 
modelling for such area is still complex task and has not yet been considered in scientific 
research. But as the total amount of cargo carried yearly in containers by land and sea 
increases, the only effective way of controlling such huge number of containers is to build 
efficient electronic container supervision systems. Nowadays almost all the major container 
ports have some kind of radio monitoring of containers, based on available radio 
communication standards (GSM/GPRS, UMTS, TETRA, WiFi, WiMAX, ZigBee, Bluetooth, 
many different RFID systems or other solutions in unlicensed frequency band) working in 
frequency range from about 0.4GHz to 5GHz. It should be noted that ITU-R did not present 
any special recommendation for propagation path loss prediction for radio link in container 
terminal environment. Differences in spatial arrangement and structure between container 
stacks and typical urban or industry area can cause relevant path loss prediction errors in 
case of use inadequate path loss model, so the special survey of propagation phenomenon in 
container terminal area becomes crucial. 
At the outset of the chapter, radio links are characterized in terms of transmission loss and 
its components. Then authors discuss the requirements concerning measuring equipment, 
its calibration process, measurement methodology, as well as the processing and 
presentation of their results (Ambroziak, 2010). 
The main part of the chapter presents new analytical approach to path loss modelling in 
case of propagation in container port environment, based on empirical results from 
measurement campaign in Gdynia Container Terminal (Poland). Upon the results of almost 
5 thousands propagation path measurements in real container terminal environment, a 
novel analytical model was developed. Additionally, authors present mobile measuring 
equipment used to research in DCT Gdansk Container Terminal (Poland) and planned 
results of the analysis of nearly 290 thousand of propagation cases which were collected. It is 
an introduction to generalization of the propagation model for container terminal 
environments (Katulski et al., 2009). 



 Vehicular Technologies: Increasing Connectivity 

 

416 

2. Normative requirements 
The propagation medium is a factor that causes many difficulties in designing wireless 
networks, because of large diversity of propagation environments, which includes rural, 
urban, industrialized, marine and mountainous environments. The radio wave attenuation 
in each environment is determined by many variables phenomena and factors. It is essential 
to determine the radio wave attenuation (so-called transmission loss) to a specified 
accuracy. Knowledge of transmission loss is necessary to meet energy requirements in radio 
links designing (Katulski, 2009). 
Therefore, there is a need to create empirical propagation models for different 
environments, based on measuring research results. So far a number of such models has 
been developed, mainly for urban and indoor environments. However, the environments in 
these groups may also differ within. Because of this, the issue of radio wave propagation 
measuring research is still a current topic, especially for designing the radio networks in 
specific environments. 
At present, the Department of Radiocommunication Systems and Networks in the Gdansk 
University of Technology is carrying out the wide research on radio wave propagation. Very 
important are normative requirements - as described in literature, such as ITU-R 
Recommendations - that have to be met during research on radio wave propagation.  
In this subsection a radio link is characterized in scope of transmission loss and its 
components. Then the next to be discussed are requirements concerning measuring 
equipment, its calibration process, measurement methodology, as well as the processing and 
presentation of results.  

2.1 Description of the measuring radio link 
As known, power of signal transmitted in the radio link is significantly attenuated. The 
effect of this is the large difference between signal power at the output of transmitter and 
power of the same signal available at the input of receiver. This difference depends on many 
factors, mainly transmission loss of propagation medium, as well as the power losses in the 
transmission feeder lines, the losses due to measuring devices, the antenna losses due to the 
impedances or polarization mismatch, etc.  
 
 

Measuring transmitter
Filters, 
feeders, 

etc.

Lb = Lbf + Ladd

Ls = Pt – Pr

Measuring receiver
Filters, 
feeders, 

etc.

Measuring 
receiving
antenna

Gt Gr

Measuring 
transmitting

antenna

Pt PrPMT PMR

LrcLtc

Ll = PMT – PMR

Transmitting section Receiving section

 
Fig. 1. Graphical presentation of terms used in the measuring transmission loss concept  

Therefore, there is a necessity to systematize terminology and symbols used in analyzing the 
transmission loss and its components. It may be presented using a graphical depiction of 
terms used in the measuring transmission loss concept, shown in Fig. 1 (Ambroziak, 2010), 
which considered all essential factors affecting the energy level in radio link, such as: 
• total loss of a measuring radio link between transmitter output and receiver input, 
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• system loss between input of the transmitting antenna and output of the receiving 
antenna, 

• basic transmission loss of the radio link, 
• free-space basic transmission loss, that is a basic component of transmission loss. 
The total loss of a measuring radio link (symbol: Ll [dB]) is defined as the difference between 
power PMT [dBW] supplied by the measuring transmitter and power PMR [dBW] available at 
the input of the measuring receiver in real installation, propagation and operational 
conditions (ITU-R P.341-5, 1999). The total loss may be expressed by: 

 [ ][ ] [ ] [ ] 10log
[ ]

MT
l MT MR

MR

p WL dB P dBW P dBW
p W

⎛ ⎞
= − = ⎜ ⎟

⎝ ⎠
, (1) 

where lowercase letters, i.e. pMT and pMR, are power at the output of measuring transmitter 
and power at the input of measuring receiver, respectively. They can be expressed in 
absolute values, such as [W], or in relative values, such as [dBW], in that case they are 
written as uppercase letters, PMT and PMR, respectively. Total loss includes all factors 
affecting the power of received signal, i.e. basic transmission loss of propagation medium, 
gains of antennas, loss in feeder lines, etc. Knowledge of the total loss components is 
necessary to correctly determine the value of the basic transmission loss. 
The system loss (symbol: Ls [dB]) is defined as the difference between power Pt [dBW] 
supplied at the terminals of measuring transmitting antenna and power Pr [dBW] available 
at the terminals of measuring receiving antenna (ITU-R P.341-5, 1999). By analogy with 
equation (1), it may be written as follows: 

 [ ][ ] [ ] [ ] 10log
[ ]

t
s t r

r

p WL dB P dBW P dBW
p W

⎛ ⎞
= − = ⎜ ⎟

⎝ ⎠
. (2) 

In addition to basic transmission loss, the system loss also includes influence of circuits 
associated with the measuring antennas, such as ground losses, dielectric losses, antenna 
loading coil losses and terminating resistor losses. But on the other hand, the system loss 
excludes losses in feeder lines, both in the transmitting section (Ltc [dB]) and in the receiving 
section (Lrc [dB]). Considering Fig. 1, it can be written as follow: 

 [ ] [ ] [ ] [ ]l s tc rcL dB L dB L dB L dB= − − . (3) 

The basic transmission loss (symbol: Lb [dB]) consists of free-space basic transmission loss 
Lbf [dB] and additional loss Ladd [dB], resulting from the real conditions of propagation 
environment, different from ideal free space. From this point of view, the basic transmission 
loss may be expressed by: 

 [ ] [ ] [ ]b bf addL dB L dB L dB= + . (4) 

The additional loss Ladd includes phenomena occurring in real propagation environments. In 
terms of measurement procedures, the most important are: 
• loss dependent on path clearance, 
• diffraction fading, 
• attenuation due to rain, other precipitation and fog, 
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• fading due to multipath. 
Equation (4) is a case of isotropic radiation, i.e. it excludes characteristics of real antennas, 
especially its directional characteristics and power efficiency, which are described by power 
gain. Taking into consideration the link power budget, in case of free-space environment, 
the basic transmission loss may be expressed by: 

 [ ] [ ] [ ] [ ] [ ]b t r t rL dB P dBW P dBW G dBi G dBi= − + + , (5) 

where Gt and Gr (in [dBi]) are the isotropic (absolute) gains of the transmitting and receiving 
antennas, respectively, in the direction of propagation. Table 1 gives the power gains for 
typical reference antennas (ITU-R P.341-5, 1999). 
 

Reference antenna g G = 10 log g [dBi] 
Isotropic in free space 1 0 
Hertzian dipole in free space 1.5 1.75 
Half-wave dipole in free space 1.65 2.15 
Hertzian dipole, or a short vertical monopole on a perfectly 
conducting ground 3 4.8 

Quarter wave monopole on a perfectly conducting ground 3.3 5.2 

Table 1. The power gains for typical reference antennas 

As known, free space is an ideal case of propagation environment, open and without any 
propagation obstacles. It is a perfectly dielectric, homogenous and unlimited environment, 
characterized by a lack of influence of Earth surface on radio wave propagation and 
non-absorbing the energy of the electromagnetic field (Katulski, 2009). 
Assuming free-space propagation environment and distance (d [m]) between antennas of the 
measuring radio link much larger than wavelength (λ [m]) of test signal, the free-space basic 
transmission loss (symbol: Lbf [dB]) may be expressed by a well-known equation (ITU-R 
PN.525-2, 1994): 

 4 [ ][ ] 20log
[ ]bf
d mL dB
m

⎛ ⎞⋅
= ⎜ ⎟

⎝ ⎠

π
λ

. (6) 

2.2 Standardization of measuring apparatus 
In order to ensure accurate measurement results in frequency range 9 kHz to 3 GHz and 
above (up to 40 GHz), the ITU-R recommends (in SM.378-7) the method of installation and 
calibration of measuring systems. The document also determines the accuracy, that are 
required in field-strength measurements, assuming no noise of receiver, atmospheric noise 
or external interference. Taking these assumptions into account, the expected accuracy of 
measurements should be: 
• for frequency band 9kHz to 30MHz: ± 2dB, 
• for frequency band 30MHz to 3GHz: ± 3dB. 
If recommended values are not obtainable (for various reasons, such as limitation of the 
measuring receiver, interference, instability of the test signal, etc.), nevertheless the accuracy 
specified above should be taken into consideration (ITU-R SM.378-7, 2007). 



Propagation Path Loss Modelling in Container Terminal Environment 

 

419 

Depending on the electrical parameters, which the receiving antenna and the measuring 
receiver were calibrated for, the measuring receiver may measure the following 
quantities: 
• signal power at the receiver input, resulting from the power flux density of 

electromagnetic wave at the point of reception (the point of the receiving antenna 
placement), 

• voltage at the receiver input, resulting from the electric field intensity at the point of 
reception, 

• current at the receiver input, resulting from the magnetic field intensity at the point of 
reception. 

And so, for the receiving antenna which was calibrated for power flux density of 
electromagnetic wave, at the receiver input the power PMR is available and measured 
(Fig. 1). This power is the basis for determining of basic transmission loss Lb, according to 
equation (8). Similar equations may be written for the case of the receiving antennas, 
calibrated for electric or magnetic component of electromagnetic field. 
Type of receiving antenna may affect the type of measuring receiver – the electrical signal, 
measured by the measuring receiver should correspond with electrical signal (which the 
antenna was calibrated for) available at output terminals of the receiving antenna. For 
example, for short monopole antenna of a specified length, the receiver should measure 
voltage of test signal, and for the inverted cone type vertical antenna the receiver should 
measure power of test signal. 
Recommendation SM.378-7 contains examples of antennas for different frequency ranges. 
For frequencies below 30MHz it is recommended to use vertical or loop antennas. In case of 
the vertical antenna, the monopole antenna shorter than one-quarter of a wavelength may 
be used with a RF ground system, built of radial conductors at least twice the length of the 
antenna and spaced 30º or less. Instead of radial conductors, an equivalent RF ground screen 
may be used. There is also a possibility to use an inverted cone type vertical antenna with 
similar construction of RF ground system. It allows to obtain a greater power gain of 
measuring antenna than the quarter wave monopole antenna.  
For frequency range 30MHz to 1GHz it is recommended to use a short monopole antennas, 
half-wave dipoles or high-gain directional antennas, but it is essential to ensure the same 
polarization of receiving antenna as the transmitting antenna. For field-strength 
measurements at frequencies above 1GHz it is recommended to use directional antennas 
with matched polarization. 
It should be noted that the height of antenna installation has a significant influence on the 
measurement results, especially when the height is electrically small (Barclay, 2003). And so, 
if antennas are installed in close proximity to the ground, the electromagnetic waves take 
the form of surface waves, which takes effect to the wave depolarization, consequently there 
is wave attenuation resulting to the polarization mismatch in the radio links. In addition, the 
radio wave attenuation increases due to losses related to the penetration of radio waves into 
the propagation ground (Katulski, 2009). To minimize influence of the Earth surface on test 
signal, transmitting antenna has to be installed at a height that enables space waves 
propagation (Barclay, 2003). Therefore, the ITU-R recommends that for frequency range 
30MHz to 1GHz, the installation of the transmitting antenna should be at least 10 meters 
high (ITU-R SM.378-7, 2007). The recommended height of the receiving antenna is 1.5 up to 
3 meters (ITU-R SM.1708, 2005). 
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The measuring receiver primarily should have stable parameters (inter alia: gain, frequency, 
bandwidth), that have an influence on the accuracy of test signal measurement (its voltage, 
current or power). Local oscillators should have low phase noise, the operating dynamic 
range should be greater than 60dB and the bandwidth should be wide enough to allow 
reception of essential parts of the test signal spectrum. Type of detector depends on the 
bandwidth and the modulation mode of test signal. The required bandwidth and detector 
functions for various signal types are compiled in Table 2 (ITU-R SM.1708, 2005). 
 

Example of signal types Minimal bandwidth (kHz) Detector function 

AM DSB 9 or 10 Linear average 

AM SSB 2.4 Peak 

FM broadcast signal 170 or greater Linear average 
(or log) 

TV carrier  200 or greater Peak 

GSM signal 300 

DAB signal 1 500 
DVB-T signal 
Systems:  
6 MHz 
7 MHz 
8 MHz 

 
 

6 000 
7 000 
8 000 

TETRA signal 30 

UMTS signal 3 840 

r.m.s. 

Narrow-band FM radio 
Channel spacing: 
  12.5kHz 
  20kHz 
  25kHz 

 
 

7.5 
12 
12 

Linear average 
(or log) 

Table 2. The required bandwidth and detector functions for various signal types 

Properly configured spectrum analyzer may be used as the measuring receiver, whose work 
may also be automated. The measuring receiver, with remainder of the receiving section, 
may be mounted on a vehicle or a hand-cart, that enables mobile measurements in the area 
of propagation research. 
Each of measuring devices and circuits (feeder lines, filters, etc.), that affect total loss of a 
measuring radio link, are usually calibrated in accordance with certain standards as one of 
the stages of their production. Nevertheless it is recommended to calibrate transmitting and 
receiving section as a single entities (ITU-R SM.378-7, 2007). The above allows to take into 
account the influence of all elements of the measuring radio link, including attenuation due 
to the ground, masts, etc.  
The calibration procedures, presented below, deal with the case of basic transmission loss 
calculation based on power measurement. Calibration of the transmitting section concerns 
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set-up of power PMT value, in order to obtain required value of Pt at the input terminals of 
transmitting antenna. Calibration process of the receiving section deals with calculation of 
the difference (in logarithmic scale) between power of test signal available at the output 
terminals of receiving antenna and the power of test signal at the input of the measuring 
receiver. After taking into account the power gain of receiving antenna, it is possible to 
calculate a correction factor (Fc [dB]) as follows (see Fig. 1): 

 [ ] [ ] [ ] [ ] [ ] [ ]c rc r r MR rF dB L dB G dBi P dBW P dBW G dBi= − = − − . (7) 

Considering equation (5) and Fig. 1, which implies that Pr = PMR + Lrc, after simple 
transformation, the basic transmission loss may be calculated using following equation: 

 [ ] [ ] [ ] [ ] [ ]b t t MR cL dB P dBW G dBi P dBW F dB= + − − . (8) 

The equation (8) is very important in measuring research and calculation of the basic 
transmission loss on the basis of power PMR measurements at input of the measuring 
receiver. To calculate basic transmission loss it is necessary to know the following values: 
• the power gain Gt of the transmitting antenna,  
• the power Pt on input of the transmitting antenna – set during calibration process of the 

transmitting section, 
• the correction factor Fc – calculated during calibration process of the receiving section. 
Measuring apparatus should be recalibrated at least once a year or every time after change 
any of its parts (ITU-R SM.378-7, 2007). 

2.3 Standardization of measuring procedures 
There may be many various reasons for measuring research on radio wave propagation, 
inter alia: to create empirical propagation models or to estimate coverage of radio networks. 
This information may be useful in increasing efficiency of radio resources management or 
for controlling proper use of this resources by particular entities, and so on. Considering the 
above-cited, ITU-R recommends to unify methodology of measuring procedures and 
presentation of its results.  
The measurement results should include information about slow and fast changes of the 
power flux density of electromagnetic field (slow and fast fading, respectively). So it is 
recommended to choose the measurement points in an appropriate manner. Measurements 
points should be spaced every 0.8λ along a route of radio waves propagation. It is 
recommended that the results should be averaged every 40λ (Lee, 1993).  
Measurements may also be done automatically when the measuring receiver is mobile, but 
speed V [km/h] of the receiver is not arbitrary. It depends on the frequency f [MHz] of test 
signal and minimum time tr [s] given by the receiver specifications to revisit a single 
frequency. It may be expressed by following equation (ITU-R SM.1708, 2005): 

 864[ / ]
[ ] [ ]r

V km h
f MHz t s

≤
⋅

. (9) 

In order to find relations between the basic transmission loss and the distance from the 
transmitting antenna, the result of each measurement should be correlated to the place of its 
execution. For this reason, the positioning system should be used for reading current 
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position of measuring receiver. It is recommended to use one of three systems specified in 
the ITU-R Recommendation SM.1708. 
The GPS is a preferred positioning system, although its accuracy is limited in tunnels, 
narrow streets or valleys. Accuracy in position determining should be a few meters, which 
in most cases can be provided by GPS.  
If unable to determine the position using GPS system, it is recommended to use dead 
reckoning system. Position is determined basing on information about starting point, 
direction of movement and distance covered by the receiver. It is also possible to use the 
complex navigation system, which is the combination of the above-mentioned systems. 
Due to the large instability of propagation environment, the result of single measurement is 
not reliable or repeatable. Therefore, the measurement results should be classified in terms 
of probability of exceeding a particular value by the power of received signal. This 
probability may be in range of 1-99%, but typical values for this parameter are as follows: 
1%, 10%, 50%, 90% and 99%. During research on radio wave propagation, the median value 
is recommended (ITU-R SM.1708, 2005), i.e. the value from an ordered subset of 
measurement results, which is exceeded by 50% of the other values from this subset.  
In practice, for each i-th subset of measurement data, it is necessary to calculate the median 
of test signal power i

MRP  at the receiver input. Each subset of data is created on the basis of n 
measurement results, collected along the route at 40λ spacing in accordance with the 
following equation: 
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where ,1 ,2 ,3 , 1 ,...i i i i i
MR MR MR MR n MR nP P P P P−≤ ≤ ≤ ≤ ≤  is the subset of measurement results in 

non-descending order, and n is the number of measurement results taken on the i-th 
(i = 1,2,3 ...) section of the radio waves propagation route.  
Calculation of median values of the test signal power may be done in real time during the 
measuring research, but only calculated median values are recorded. It is also possible to 
record all the results and calculate median values after measuring research. Results obtained 
using both methods may be used to basic transmission loss modeling or estimating coverage 
of radio networks in the area under research. 
There are three, recommended by ITU-R (SM.1708), methods of the measurement results 
presentation. The first one and the easiest is a table containing results of all measurements 
before calculating the median values. The advantage of this method is an access to 
information about local fading of test signal. However, there is a large number of data to 
analyze. In addition, it is hard to interpret a single result.  
The second possibility is graphical representation of the pre-processed median values – as a 
function of distance – in the Cartesian coordinates. This way of data presentation helps to 
illustrate changes of the basic transmission loss in dependence on the distance from 
transmitting antenna. 
The third one is a digital map of the area under research with marked colored points, that 
are representing a range of measured values of test signal power at input of the measuring 
receiver, assuming a known value of the equivalent isotropic radiated power (EIRP), which 
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is equal to the signal power Pt [dBW] supplied to the terminals of transmitting antenna plus 
power gain Gt [dBi] of this antenna. Map scale is dependent on the area where research is 
carried out. The advantage of this results presentation method is a simultaneous view on the 
value of received signal power and localization of each measurement. It is also possible to 
interpolate the results of measurements in order to estimate the radio coverage in the area.  
It should be noted, that on the basis of power measurements at the receiver input and using 
equation (8) it is easy to calculate the basic transmission loss in given propagation 
environment. 

3. A novel empirical path loss model for container terminal 
This subsection presents new analytical approach to path loss modeling in case of 
propagation in container port environment, based on empirical results from measurement 
campaign in Gdynia Container Terminal (Poland). Precise classification of propagation 
environment and selection of parameters which influence the propagation mechanism in 
essential way, allowed to define adequate multivariate error function for multidimensional 
regression analysis. As a result of this research, new analytical relation between propagation 
path parameters and path loss in container terminal scenario is proposed. 

3.1 Measuring equipment 
Block diagram of primary equipment set used in propagation measurements in container 
terminal scenario is presented in Fig. 2 (Katulski et al., 2008). 
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Fig. 2. Block diagram of primary measuring equipment set 

Propagation path loss measuring equipment concept was based on fixed reference signal 
transmitter and mobile receiver equipment placed in many different positions in the area of 
container terminal. Harmonic signal without modulation, with frequency in range 0.5GHz 
to 4GHz, was emitted by transmitting antenna situated in various places in port. Power 
RF amplifier input was protected by precise 10dB attenuator. The receiving section was 
made of handheld signal spectrum analyzer working as a sensitive received signal power 
meter, GPS receiver and notebook with special software. All the receiver section 
components were battery powered. Log-periodic directional wideband antennas of the same 
type were used in both transmitter and receiver side. These antennas were calibrated by 
producer and have precise parameters in whole frequency range of interest. 
Firstly the measurement plan assumed four reference signal frequencies: 1, 2, 3 and 4GHz, 
but during the measurement campaign additional frequency of 0.5GHz was also put into 
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investigation. Because the power amplifier used in transmitting section works properly only 
in frequency range 800MHz to 4.2GHz, schematic diagram of transmitting section in case of 
measurement at frequency 500MHz was slightly modified: additional attenuator and power 
amplifier had to be removed and the output of signal generator (with power level set to 
maximum value equal +9.6dBm) was directly connected to transmitting antenna via 10m 
long feeder. 

3.2 Calibration procedure 
In order to precisely compute the propagation path loss from power level of signal detected 
by handheld spectrum analyzer, radio link power budget equation have to include 
parameters of all the components from Fig. 2.  
Because in the container terminal scenario, path loss of over 100dB should be expected, 
relatively high power test signal should be connected to the transmitting antenna. For the 
frequencies of 1GHz and above, constant power level +30dBm at the input of transmitting 
antenna was chosen. As the antenna’s power gain at all the frequencies of interest is known 
(measured by manufacturer) and transmitter power level is being kept constant, equivalent 
isotropic radiated power (EIRP) can be simply computed for every frequency. 
To ensure that accuracy of measurements doesn’t vary with frequency, the transmitting and 
receiving section was calibrated in the Gdansk University of Technology laboratory. Firstly, 
the attenuation of transmitting section feeders at all the frequencies of interest was 
measured using vector network analyzer. The results are compared in Table 3. 
 

Frequency [GHz] 1 2 3 4 
Feeder loss between generator and 

additional attenuator [dB] 0.25 0.59 1.25 0.70 

Feeder loss between amplifier and 
antenna [dB] 3.27 4.89 6.15 7.10 

Table 3. Attenuation of transmitter section feeders 
Although the power amplifier has smooth gain adjustment, authors decided to set the 
amplification to fixed value of 38dB (amplifier setting, real amplification value was not 
measured) and determine the signal generator output power that is necessary to achieve 
signal power at the input of transmitting antenna equal +30dBm. In laboratory conditions, 
spectrum analyzer from receiver section together with precise attenuator 20dB was used 
instead of antenna as a power meter (Fig. 3).  
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Fig. 3. Transmitting section calibration set schematic diagram 
Evaluated generator output power values, which provided signal level of +10dBm at the 
input of spectrum analyzer (+30dBm at the input of transmitting antenna), are presented in 
Table 4. As the receiver antenna gain in whole band of interest was precisely measured by 
producer, the only part of receiver section from primary block diagram (Fig. 2) with 
unknown parameters is the feeder between antenna and handheld spectrum analyzer. 
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Frequency [GHz] 1 2 3 4 
Signal generator output power 

[dBm] 4.5 7.4 7.2 7.8 

Table 4. Output power level of signal generator for particular measurement frequencies 
The MS2721B spectrum analyzer is able to measure and present received signal power level 
directly in [dBm]. Using the same device during calibration phase and in final measurement 
campaign should compensate eventual received signal power measurement errors. The 
receiving section feeder attenuation values are presented in Table 5. 
 

Frequency [GHz] 1 2 3 4 
Feeder loss between antenna and 

spectrum analyzer [dB] 3.24 4.86 6.25 7.7 

Table 5. Attenuation of receiver section feeder 
Obviously, similar but not the same calibration procedure was repeated at frequency 
0.5GHz after measurement campaign to obtain the power level at the input of transmitting 
antenna and attenuation of feeders for this specified frequency. 
Because the receiving antenna has directional spatial characteristic, path loss measurement 
procedure required pointing the antenna in direction of transmitter in case of line of sight 
(LOS) condition or in direction of maximum received signal power in case of non-line of 
sight (NLOS) for every position of receiving section. To simplify the search of maximum 
signal direction, both transmit and receive antennas were fastened to movable masts with 
tripods, which allow to change azimuth of reception while height of antenna above terrain 
remained unchanged.  
As the maximum transmitter output power was set to +30dBm and the transmitting antenna 
gain did not exceed 8dBi, the value of EIRP was far below 15W limit. According to Polish 
law, electromagnetic radiation sources with EIRP less than 15W are objects that do not affect 
environment or human, so nobody from the measurement team was exposed to harmful 
electromagnetic radiation. 
To improve measurement speed and accuracy, data from spectrum analyzer (received signal 
power) and GPS receiver (geographic coordinates and time of each measurement) data were 
collected by notebook. Special software running on computer with Linux operating system 
allowed to define the time between successive measurements, frequency and bandwidth of 
received signal, type of applied power detector, additional averaging of results etc. It is also 
possible to record signal spectrum in each measurement point. 

3.3 Path loss measurements in the Gdynia Container Terminal 
With the help from administration of the Gdynia Container Terminal, complex survey of 
propagation aspect in container port was made in term from June to September 2007. 
Almost 5000 data sets were collected during measurement campaigns, which means about 
thousand measurement points for each analyzed frequency. The analyses were made in 
different weather conditions – sunny, cloudy and rainy days with temperature from 5°C to 
20°C.  
Exemplary results of propagation path loss measurements in area of container terminal are 
shown on map in Fig. 4, where blue rectangles symbolize stacks of containers, dots 
symbolize location of successive measurement points and colour of each dot indicates basic 
transmission loss in [dB]. 
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Fig. 4. Propagation path loss measurement results at 2GHz in the Gdynia Container 
Terminal 

 

 
Fig. 5. Spatial interpolation of measurement results from Fig. 4 
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The next figure (Fig. 5) was created using spatial interpolation. This interpolation should be 
understood as a prediction of expected basic transmission loss in places where 
measurements were not possible. There are many different methods of spatial data 
interpolation. In this example inverse distance weighting (IDW) interpolation was used, 
which is based on weighted averaging of value from nearby measurement points. This 
method assumes, that the greatest impact on value in point of interpolation have these 
points of real measurements which are the closest, so the weight used in averaging process 
should be the inverse of distance between interpolation point and measurement point. 
The value in the interpolation point is calculated by equation: 
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where:  
 Z – value in interpolation point, 
 di – distance between i-th measurement point and interpolation point, 
 Zi – value in i-th measurement point, 
 p – exponent (in our case p=2), 
 n – number of nearby measurement points used to interpolate values between points 

(in our case n=12). 
The value of exponent p determines how the measurement points impact the interpolated 
value: the bigger value of p, the smaller impact to the interpolated value has the 
measurement points located farther from interpolation point. Therefore as the value of p is 
bigger, local variations of measured values are more visible in the results of interpolation. 
The IDW method, briefly described above, was chosen because of spatial nature of collected 
data: measurement points were located closely (distance between neighboring point varies 
from one to several meters) so the IDW method allowed to distinguish local variation in 
path loss value. All the spatial analysis and interpolations were made using ArcView 9.2 
geographic information system (GIS) software. 

3.4 A novel multivariate empirical path loss model 
Upon the results of almost 5 thousands propagation path measurements in real container 
terminal environment, a novel analytical model was developed using multidimensional 
linear regression analysis with multiple independent variables. For the sake of this analysis 
a multivariate error function was defined (Katulski & Kiedrowski, 2005). The following 
parameters, which should affect the value of propagation path loss in port area, were chosen 
as independent variables in error function: 
• frequency f, 
• propagation path length d, 
• path type qualification: line of sight or non line of sight condition, 
• difference between transmitter antenna height hT above terrain level and average height 

hav of container stack, but two possible cases should be investigated separately: hT ≥ hav 
and hav > hT. 

Because the container terminal, in which all the measurements were made, was permanently 
used for container transportation, safety restrictions forced authors to limit the height hR of 
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receiver antenna to fixed value equal 2m. Due to fixed value of receiver antenna height, 
proposed propagation models do not include this height as a variable parameter. 
As a result of defined error function analysis, regression coefficients for respective 
propagation cases were computed. Based on this, analytical formulas of propagation path 
loss in container terminal area can be presented (Katulski et al., 2008). 
Propagation path loss in [dB] in line of sight scenario: 
a) in case, when hT ≥ hav (LOS1): 

 1 55.2 20log 5.8log 22.1log( )LOS T avL f d h h= + + − − , (12) 

b) otherwise, when hav > hT (LOS2): 

 2 41.9 20log 25.9log 4.2 log( )LOS av TL f d h h= + + + − . (13) 

Propagation path loss in non line of sight scenario: 
a) in case, when hT ≥ hav (NLOS1): 

 1 32.6 20log 7.9log 0.8log( )NLOS T avL f d h h= + + + − , (14) 

b) otherwise, when hav > hT (NLOS2): 

 2 38.6 20log 13log 5.9log( )NLOS av TL f d h h= + + + − . (15) 

The frequency f in equations (12) – (15) should be in [MHz], propagation distance d in [km], 
height of transmit antenna and average height of container stack in [m]. 
Mean error (ME) and mean square error (MSE) are commonly being used to verify accuracy 
of path loss models. These errors are defined by expression (16) and (17) respectively 
(Katulski & Kiedrowski, 2006): 
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where Lmeas,i is the value of measured path loss in i-th position of receiver equipment 
(i=1,...,N), Lreg,i is the path loss value computed using equations (12) to (15) for i-th position, 
and N is the total number of considered results. Mean error value reflect the expected 
average difference between path loss values obtained using proposed model and real path 
loss measurement results, while mean square error is the ratio of dispersion of measured 
path loss values and describes how good the propagation model matches experimental 
data. 
Mean errors and mean square errors for all the considered propagation path variants 
separately (different height of transmitter antenna, line of sight condition) and summary for 
all measurement results together, are presented in Table 6.  
The propagation path loss calculated using proposed analytical model fits very well to the 
results from measurement campaign for all propagation path variants, which is confirmed 
by very low values of mean errors and acceptably low values of mean square errors. 
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LOS NLOS 
LOS1 LOS2 NLOS1 NLOS2 

SUMMARY

ME MSE ME MSE ME MSE ME MSE ME MSE
0.00 8.51 0.01 6.02 0.00 6.73 0.00 6.28 0.00 6.82 

ME=0.01, MSE=7.22 ME=0.00, MSE=6.49   

Table 6. Mean errors and mean square errors for proposed propagation model 

4. Future research in the DCT Gdansk Container Terminal 
In order to generalize the path loss model for container terminal environments there was a 
necessity to carry out a wider research in other type of container terminal. It has been made 
in the DCT Gdansk Container Terminal (Poland). New multipurpose mobile equipment for 
propagation measurements allowed to carry out the research in accordance with described 
normative requirements. 
Measurement equipment consists of two parts: immobile transmitting section (Fig. 6) and 
mobile receiving section (Fig. 7). These block diagrams exclude descriptions of devices types 
and feeders lengths. 
 

 

Signal 
generator RF Amplifier

Transmitting 
antenna

Attenuator
 

Fig. 6. Simplified block diagram of the immobile transmitting section  

The transmitting section of the equipment for propagation measurements consists of signal 
generator connected to transmitting antenna through the RF amplifier and the attenuator. 
The generator is a source of the test signal, that is going to be investigated. The attenuator 
protects the amplifier from damage caused by high level signals. The signal generator and 
the amplifier are a source of test signal with power of PMT (see Fig. 1), which is supplied to 
input terminals of transmitting antenna. The transmitting antenna is a monopole vertical 
antenna with electrical length of one-quarter of a wavelength. It has been developed and 
implemented in a manner, that allows to change its linear length, so it may be used for 
research on various frequencies. During the research antenna was installed on various 
heights, but always higher than 10 meters above a ground level (ITU-R SM.378-7, 2007), to 
minimize the influence of the Earth surface on the test signal attenuation. 
In order to prepare the transmitting section for tests, the calibrating spectrum analyzer 
should be connected in place of the transmitting antenna in the same way as presented in 
Fig. 3. The desirable value Pt of test signal should be set by changing settings of the 
generator and RF amplifier and taking into account attenuation of the attenuator. It should 
be noted that the calibrated equipment should not be changed during the tests. 
In mobile receiving section (Fig. 7), the spectrum analyzer is used as the measuring receiver. 
It is also equipped with a GPS receiver, which allows to determine the test vehicle position 
and assign it to appropriate measurement result. The receiving antenna is the same type as 
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the transmitting antenna. During the research the receiving antenna was installed at a height 
of 2 meters above ground level. The receiving section is carried by test vehicle (in our case a 
hand-cart). It is moving along a route of radio wave propagation with velocity not exceeding 
the value resulting from equation (9). 
The rotary encoder is used to determine the distance from starting point and to determine 
the point where the measurement should be triggered. This encoder is connected to the test 
wheel and the encoder controller. For every distance of 0.8λ, the encoder controller sends an 
impulse to the industrial computer, which triggers next measurement of signal power PMR at 
the receiver input. The industrial computer is responsible for the spectrum analyzer 
configuring, measurements triggering and recording its results. The LCD display shows the 
following data: current measurement result, distance from starting point, current velocity of 
test vehicle. Whole receiving section is powered by battery with sufficient capacity. 
 

Spectrum 
analyzer

Receiving 
antenna

Industrial 
computer

GPS antenna

LCD display Encoder 
controller

Rotary encoderSafety lighting Battery

Test wheel

Test vehicle

 
Fig. 7. Simplified block diagram of the mobile receiving section (Ambroziak, 2010) 

 

 
Fig. 8. Measurement team during research in the DCT Gdansk Container Terminal 

It is very important to ensure safety of measurement team during research in container 
environment. The DCT Port internal safety procedures required that all the objects moving 
between container stacks has to be clearly visible in all conditions. For this reason, the 
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receiving section is equipped with pulsing safety lighting to make the test vehicle more 
visible. This lighting is mounted in the highest point of the test vehicle, at the antenna mast. 
Fig. 8 presents measurement team from the Department of Radiocommunication Systems 
and Networks (Gdansk University of Technology) during measuring research on radio 
wave propagation in the DCT Gdansk Container Terminal (Poland).  

5. Conclusion 
The chapter presents the normative requirements concerning the methodology of 
measurement research on radio wave propagation and the measuring apparatus. This 
requirements are in accordance with current ITU-R Recommendations. On the basis of these 
recommendations there were carried out the propagation research in the container terminals 
in Gdynia and Gdansk. Radio propagation analysis in container terminal scenario, 
presented in this chapter, was the first such measurement in Poland and unique in the 
worldwide area of radio communication research. 
Upon the analysis of path loss measurement data collected in the Gdynia Container 
Terminal, the novel container port area propagation model was proposed. This model has 
been verified in real propagation conditions in wide frequency range from 0.5GHz to 4GHz 
and can be used to predict propagation path loss in case of designing radio communication 
systems for container ports or even other related propagation environments. 
During the research in the DCT Gdansk Container Terminal the data about nearly 290 
thousand of propagation cases was collected. These cases concern the propagation routes 
with various lengths, various frequencies and various heights of transmitting antenna. The 
results of these research will be used for verification, extending and generalize new-
elaborated propagation model for container terminals. 
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1. Introduction  
In this chapter we consider various factors affecting link power or energy budgets, which 
are introduced in some detail for mobile and satellite communications in (Saunders, 1999, 
pp. 97-99; Sklar, 2001, pp. 242–303).  We use the link budget as presented in (Saunders, 1999) 
for mobile cellular systems as a starting point. Some loss factors may be random. If we do 
not know the distributions of those random variables, it is reasonable to use the worst case 
analysis (French, 1986, p. 36), which is useful but in general highly pessimistic. We discuss 
the alternatives based on decision theory. In some cases it is reasonable to compute link 
budgets for the average performance instead of worst case performance. We can also use 
outage probabilities in the worst case analysis. 
The goal of a link budget is to estimate the received signal-to-noise ratio (SNR) per bit at the 
input of the combiner/equalizer in the receiver (Saunders, 1999; Sklar, 2001), as in Fig. 1. 
Normally the combiner/equalizer includes some kind of correlator, which tries to use the 
received signal in the best possible way (Proakis, 2001).  
It has been known at least since the mid-1960’s that the transmitter power or energy is a 
basic system resource (Lucky et al., 1968, pp. 51-58; Schwartz et al., 1966, pp. 555-558). The 
different loss factors are assumed to be multiplicative in the linear domain and additive in 
the logarithmic domain, i.e., in decibels. In addition, the additive noise level is estimated by 
measuring the receiver noise floor and certain link margins are added. Most of the additive 
noise actually arises in the receiver front end. If there are several antennas, the sum of the 
powers is used. With a comprehensive link budget the necessary design trade-offs can be 
made in a systematic way before the system is actually built.  
Link budgets do not include phenomena in or preceding the power amplifier, for example 
its finite efficiency. We do not discuss transmitter and receiver power budgets, i.e., how 
much energy or power is actually taken from the battery or electricity network. There are 
also other link budgets such as delay budgets that we do not consider. 
Many loss factors depend on the frequency range (Saunders, 1999; Chu & Greenstein, 1999). 
The wavelength is λ = c/f where c is the propagation velocity of the radio waves and f is the 
frequency. Radio frequencies range from 3 kHz to 300 GHz with wavelengths from 100 km 
down to 1 mm. The use of frequencies below 3 kHz is in general impractical and above 300 
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GHz we have infrared frequencies. In many modern mobile communication systems the 
frequencies employed are between 1 GHz and 10 GHz, and the wavelengths are then between 
30 cm and 3 cm. We will assume that the antennas are used only in the far field, which implies 
that the dimensions of all antennas are small compared to the distance between transmitter 
and receiver antennas. Thus we will not consider any evanescent or near field effects. 
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equalizer
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coder
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amplifiers
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Performance 

target

 
Fig. 1. Definition of a link budget 

It is well known that energy is conserved in all physical processes. In communications, we 
are not especially interested in transmitting energy, but without energy, communication is 
not possible, and the performance of the receiver depends in part on the ratio of the received 
energy per bit to the noise power spectral density. Furthermore, it is not possible to observe 
the state of the channel without transmitting energy. 
The physical channel is normally assumed to be linear (Bello, 1963; Proakis, 2001), but it may 
distort the transmitted signal because of temporal, frequency, and spatial selectivity. The 
noise is assumed to be additive white and Gaussian (AWGN). Some interfering signals from 
other users may also be received. Usually the transmitted signal is divided into blocks called 
frames, each containing multiple symbols, and each symbol includes one or more bits. The 
modulation and coding methods are taken into account in the received SNR required to 
attain the specified bit error rate or block error rate. Under worst case conditions, the raw bit 
error rate before channel decoding should be between 10-2 and 10-3. Then, with a good 
channel coding scheme, it is possible to reduce the bit error rate to less than say 10-6. 
In some power-controlled systems the transmitted energy is zero when the channel is too 
weak. We must divide the systems into power-limited and energy-limited. Power-limited 
systems include, for example, base stations that are connected to the power-distribution 
network. Energy-limited systems include mobile terminals based on batteries. In such systems 
a fundamental question is how many bits can we reliably transmit for the expenditure of a 
given transmitted energy, which normally forms a major part of the total energy used in the 
transmitter. Thus the average transmitted energy per bit is a critical parameter. 
In power-limited systems the power is averaged over all time, but in energy-limited systems 
the energy is averaged only when the transmitted energy is nonzero (Mämmelä et al., 2010). 
We refer to the latter kind of averaging as averaging with expurgation. Because of 
discontinuous transmission in a fading channel, the number of received symbols is a 
random variable and analysis becomes more difficult for energy-limited systems than in the 
power-limited case. If transmission is continuous, expurgation has no effect and there is no 
difference between power-limited and energy-limited systems. 
Normally the received symbol energy is optimized to yield sufficiently good performance. 
In adaptive systems the changes in the channel must be slow compared to the symbol rate 
(Monsen, 1980; Proakis, 2001), which is valid if the coherence time of the channel is much 
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larger than the symbol interval. This is a reasonable assumption when the bit rate is high 
and the symbol interval is short. In practice, because of the use of channel estimators whose 
observation interval is several symbol intervals, the channel should be essentially invariant 
during each block of symbols. 
In this chapter we briefly review the major loss factors included in link budgets. We want to 
provide an intuitive explanation for these factors and introduce a new one. More 
specifically, we introduce a factor arising from the correlation between two loss factors. 
Such a situation is common in power-controlled systems where the transmitted energy and 
the channel energy gain G = Er/Et are correlated where Er is the received energy and Et is 
the transmitted energy. If Et = 0, we define G = 0. The correlation is usually ignored in link 
budgets although it has a significant effect, either positive or negative, depending on the 
power control rule. The analytical background for this is explained in (Mämmelä et al., 
2010). There can be also some other nonlinear interactions between the gains. 
This chapter is organized as follows. We first summarize the required decision-theoretic 
tools to properly formulate link budgets. Next we discuss path loss, shadowing, and 
multipath fading of the channel and the corresponding fade margins. Other loss factors are 
briefly mentioned. Some channels are reciprocal and the requirements for this are discussed. 
Next we discuss the effect of correlation between different loss factors. Various averaging 
methods are used in the literature, but not all of them are appropriate for our purposes. 
Normalization of the channel model may be problematic since some models have an infinite 
peak energy gain, which obviously is inconsistent with the energy conservation law and 
may sometimes lead to confusing results as explained in (Xiang & Pietrobon, 2003). 

2. Decision-theoretic tools 
Alternative approaches for formulating link budgets are based on rational decision-making 
under strict uncertainty (French, 1986, pp. 33-60). The first approach is called the max-min 
approach approach, which is sometimes called Wald’s rule (French, 1986, p. 36). We use this 
approach when the distributions of random variables are unknown and we maximize the 
worst case performance. This approach is used in conventional link budgets, which are 
based in various margins such as fade and interference margin. Another approach called 
Laplace’s principle of insufficient reason (French, 1986, p. 38) can also be used. Laplace argues in 
his “Essai philosophique des probabilités” that knowing nothing at all about the true state of 
nature is equivalent to all states having equal probability (French, 1986, p. 38). Following 
Laplace’s line of reasoning leads to the assumption that all random variables whose 
probability distributions are unknown to the system designer are uniformly distributed 
random variables. Under the uniform distribution assumption, maximization of average 
performance is well justified (French, 1986, p. 49). The third approach is called the safety first 
approach. There are three schemes in this approach. The schemes are summarized in (Kotelba 
& Mämmelä, 2008) where the original references can be found. The first scheme was devised 
by Roy. Here we minimize the probability of outage α for a given threshold c set for the 
received SNR γr, i.e., α = min Pr(γr < c). This leads to the search for a probability density 
function p(γr) such that the ratio (μγ - c)/σγ is maximized where μγ is the mean ofγr and σγ is 
its standard deviation (Roy 1952, p. 434). The second scheme was derived by Kataoka. Here 
we set the probability of outage at a certain level and maximize the threshold for the 
received SNR, thus maxc Pr(γr < c) = α. The third scheme was published by Telser. In this 
scheme we maximize the mean of the received SNR for a given outage probability, i.e., 
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max {E{γr}, Pr(γr < c) = α}. The approaches lead to the conclusion that as an alternative to the 
worst case analysis, we can also propose average analysis based on an outage probability. 

3. Path loss of the channel 
According to the energy conservation law, the energy gain of a channel is always equal to or 
less than unity. The loss is the inverse of the gain, and it is usually expressed in decibels. To 
simplify our discussion we often use the term gain although in general the gain is smaller 
than unity. The gain has temporal, frequency, and spatial selectivity. Therefore the average 
gain depends on the distribution of the transmitted signal in these domains (Mämmelä et al., 
2010). The gain is not only a property of the channel, but depends on how well the 
transmitted signal is “matched” to the channel, which may be randomly changing. In 
general, the gain is larger if the transmitted signal is using those parts of the channel in time, 
frequency, and space where the gain is the largest.  
The path loss is the average loss at a given distance. It consists of the free-space loss, the 
absorption and diffraction loss because of the intervening medium, and the loss because of 
the reception on many multipath components due to reflections and refractions (Rappaport, 
2002).  In some specific scenarios the path loss can be smaller than the free-space loss 
because of the additional energy received from multipath components as in a waveguide, 
corridor, or duct. 

3.1 Free-space loss 
The concept of free-space loss is based on a model of an isotropic antenna in a vacuum. The 
free-space gain of an isotropic antenna is Gfsi = Pr/Pt = Ai/Aro = (λ/4πr)2 (Saunders, 1999, p. 
68). It depends on the wavelength λ and thus on the frequency f = c/λ. Here Ai = λ2/(4π) is 
the effective aperture of the isotropic antenna, and  Aro = 4πr2 is the area of the surrounding 
sphere of radius r. Intuitively there should be no dependence on wavelength. The energy is 
distributed in free space in the same way in all directions at all frequencies. The size of the 
antenna is assumed to be very small compared to the wavelength so that the antenna has an 
isotropic antenna pattern. The effective aperture of an isotropic antenna depends on the 
wavelength. Thus the smaller the wavelength and the higher the frequency, the smaller the 
effective aperture. We can imagine a situation where the transmitter antenna in a vacuum is 
surrounded by fsi1 /G⎢ ⎥⎣ ⎦  receiver antennas in such a way that almost all the transmitted 
energy is collected. In that case the loss does not depend on the wavelength in free space, 
and in fact there is no free-space loss. 
Physical antennas have an effective aperture Ae = Ga⋅λ2/(4π) where Ga is the gain of the 
antenna. The gain of a practical antenna depends on direction because of its finite size, and 
we usually refer to the highest gain. The gain is also frequency-dependent. The free-space 
gain between two antennas is specified as  

 Gfs = Gt Gr (λ/4πr)2  (1) 

where Gt and Gr are the gains of the transmitter and receiver antennas. This is called Friis’s 
equation (Saunders, 1999, pp. 69, 93-94). We have assumed that the gain is in the direction of 
the receiver at the transmitter and in the direction of the transmitter at the receiver, as 
otherwise there is an additional loss. Free-space loss can be approximated in practice when 
several Fresnel’s zones defined by the transmitter and receiver are free around the antennas 
(Saunders, 1999, p. 49-50). 
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3.2 Absorption and diffraction loss 
In any medium, part of the transmitted energy is absorbed and diffracted, for example due 
to different material objects (Saunders, 1999, pp. 45-55, 127-135). In addition, at certain 
frequencies the radio waves are highly attenuated because of gas molecules and rain. 
Energy is often changed to heat in absorption. Energy is absorbed because the electrical 
particles, for example electrons, start to move in the medium, and the energy is partially 
changed to heat that cannot be received by an antenna but is distributed throughout the 
environment. In general the absorption loss of radio waves is increased when the 
wavelength is made shorter. Material objects cause also another phenomenon called 
diffraction. Thus part of the radio waves may be bent near the objects. Diffraction is stronger 
at lower frequencies. Absorption and diffraction losses are difficult to predict analytically 
especially if the form of the objects is irregular. Such losses are usually estimated by 
measurements (Pahlavan & Levesque, 1995; Rappaport, 2002). 

4. Shadowing and multipath fading 
Fading is caused by shadowing and multipath propagation. The time-variant part of the 
absorption and diffraction loss is called shadowing. In general it is a much slower 
phenomenon than multipath fading. When the receiver is moved at a given distance from 
the transmitter, the medium seen by the radio waves is changed. In urban areas the 
coherence distance is in the order of ten meters (Gudmunson, 1991), which corresponds to 
tens or hundreds of wavelengths. In multipath fading the coherence distance may be less 
than a wavelength. 
Under the worst case analysis, fading is normally included in link budgets as a margin. We 
are interested in the received SNR in the worst case in a slowly fading channel. As will be 
seen, typical fading models are such that the gain can approach zero. In practice we must 
accept a certain confidence level, say 90-99 %, with which the required received SNR is 
attained. If the SNR becomes lower, such a situation is called an outage. The corresponding 
outage probabilities are between 10 % and 1 %. In mobile communications, typical edge–of-
cell margins are such that the confidence level is 90 % (Saunders, 1999, p. 183).  

4.1 Shadowing 
Shadowing is normally assumed to be frequency-nonselective, but in practice it is 
frequency-selective (Coulson et al., 1998). In a lossy medium the frequency has some effect 
because usually it is the thickness of the material in terms of the number of wavelengths and 
the electrical properties of the material that cause the loss (Pahlavan & Levesque, 1995). We 
need a database where the materials are classified according to their electrical properties 
and the losses are normalized to wavelength. The loss caused for example by a wall can then 
be estimated by measuring its thickness in wavelengths. Not all the multipath components 
propagate directly to the receiver. Different multipath components see a different 
absorption and diffraction loss, and therefore shadowing is frequency-selective. 
Shadowing can be divided into global and local shadowing (Salo, 2006, pp. 33-35). Local 
shadowing refers to changes in the absorption and diffraction loss when the receiver moves 
in a given environment without changing its distance to the transmitter. A model for local 
shadowing should be used in link simulations. Based on the central limit theorem we 
usually assume that local shadowing is lognormal. The logarithm of the product of several 
independent gain factors Gk = log[Πi (Gi)] = Σi log(Gi) is normally distributed if the 
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assumptions of the theorem are valid. The measured standard deviations are usually in the 
order of 3-6 dB.  
Global shadowing refers to the changes in the absorption loss globally at a given distance. 
Those changes are much larger than in local shadowing since there can be large differences 
in the media. In a link budget global shadowing is pessimistic and is based on the 
assumption that we do not know much about the intervening medium. If we know the 
materials comprising the medium and their location, we can improve the estimate. Global 
shadowing is often assumed to be lognormal, but strictly speaking it cannot be lognormal if 
local shadowing is lognormal. The average of K lognormal random variables G = (1/K) Σk Gk 
is not in general lognormal, and in fact, according to the central limit theorem it tends to be 
normal when K is large. However, there is a more or less general consensus that the average 
of independent lognormal random variables can be approximated by another lognormal 
random variable with appropriately chosen parameters (Stüber, 2001, pp. 129-139). The 
measured standard deviations are in the order of 5-12 dB (Stüber, 2001, p. 21). 

4.2 Multipath fading 
Multipath propagation is caused by reflection and scattering of radio waves in flat and 
rough zones between two media (Sounders, 1999). Multipath propagation can also be 
caused by deterministic or random changes in the refractive index of the medium such as 
the atmosphere. The fading caused by multipath propagation is best explained by using a 
sinusoidal signal. A physical distance d causes a delay τ = d/c and shifts the phase by ϕ = 
-2πfτ. Multipath signals can have path-length differences of several kilometres (Turin, 1980; 
Pahlavan & Levesque, 1995). For example, a path-length difference of 6 km corresponds to a 
delay difference of 20 μs. Thus usually the path length difference Δd is in the order of several 
wavelengths, and the magnitude of the phase shift difference is ⏐Δϕ⏐ >> 2π rad. Therefore, 
the signals are added together in the receiver antenna either constructively when the phase 
difference ⏐Δϕ⏐ ≈ 2nπ where n is an integer or destructively when ⏐Δϕ⏐ ≈ (2n + 1)π, 
depending on the phase relationship. The phase shift ϕ is usually frequency-dependent, and 
thus multipath fading is frequency-selective. If ⏐Δϕ⏐<< 2π rad, the multipath fading would 
disappear, but this is not normally the case because usually λ <<⏐ Δd⏐. The fading is also 
time-selective since the delays are constantly changing due to terminal mobility. 
The amplitude distribution of multipath fading is usually assumed to be Rayleigh or Rician 
(Proakis, 2001). These distributions arise due to the central limit theorem. The received 
power has then either a central or noncentral chi-square distribution. Sometimes also the 
Nagakami-m distribution also used for the amplitude distribution. The latter corresponds to 
a generalized Rayleigh distribution (Proakis, 2001, p. 45-48). 
Energy does not disappear in multipath fading. The energy is spatially distributed and in 
different locations the receiver antenna sees a different amount of energy. The channel is thus 
also spatially selective. In theory all that energy could be collected if there were no absorption.  

4.3 Beam forming and antenna diversity 
Often transmitters and receivers use more than one antenna element. Such systems may be 
classified as beam forming or diversity systems. Beam forming can be seen to be more 
general than antenna diversity. In beam forming significant aliasing in the spatial or 
directional domain is avoided by using the sampling theorem in space. The maximum 
distance between antenna elements is half a wavelength. The antenna pattern can be 
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modified by complex weighting. The finite size of the antenna array causes side lobes 
similar to the Gibbs phenomenon in filters (Hansen, 1966). Thus there is some aliasing 
because of the side lobes.  
In beam forming we process correlated signals to or from certain directions. In receiver 
beam forming we make the effective aperture of the receiver larger and thus we receive 
more energy. In transmitter beam forming the spreading loss is made smaller because the 
same energy is focused in a given direction.  If the number of antenna elements is N, the 
maximum antenna array gain is 10 log10 N (Parker & Zimmermann, 2002). For example, if N 
= 16, the gain is 12 dB. Directional antennas can be used to reduce multipath components.  
In multiple-input multiple-output (MIMO) diversity systems the distance between antenna 
elements is so large that we ideally process uncorrelated signals coming from all directions. 
This is called rich scattering. The distance is in the order of wavelengths. Antenna diversity 
is a special case of beam forming in the sense that some of the complex weights and the 
antenna elements are removed and aliasing is introduced. In the transmitter the signals are 
made orthogonal by using special coding. In the receiver the signals may be combined 
coherently as in maximal ratio combining. In antenna diversity the antenna array has an 
antenna pattern that looks random and it is constantly changing when the multipath 
propagation is changing. Because of aliasing we cannot freely modify the antenna pattern. 
One direction corresponds to many directions and the antenna pattern has some periodicity 
in different directions. 
If we add the number of transmitter antennas in antenna diversity, the received energy is 
not in general increased since it must be divided among the antennas and the transmitted 
energy is the basic resource (Schwartz et al., 1966, pp. 555-558). The antenna pattern is 
approximately omnidirectional although random, and there is no array gain on average. In 
diversity systems, there is typically no array gain, but there is usually element gain. In 
receiver diversity the situation is different because the effective aperture is increased by 
using two or more antennas. 

5. Other loss factors and margins and reciprocity 
Antenna efficiency is defined as the total radiated energy divided by the total input energy. 
The efficiency depends on frequency. Normally the antenna radiates with the highest 
efficiency at frequencies where the wavelength is of the same order as the physical 
dimensions of the antenna. A physical antenna thus acts as a band-pass filter.  
Additional loss factors include for example base station feeder loss, body and matching loss, 
and implementation loss (Saunders, 1999; Sklar, 2001). Some loss factors are not easy to 
estimate and thus it is common to use specific margins, for example interference margin 
(Saunders, 1999). Interference margin is especially important for cell edge performance in 
cellular systems. 
Reciprocity is usually assumed in time-division duplex systems, particularly when the 
channel is changing sufficiently slowly. Antenna elements are in general reciprocal between 
the transmitter and receiver (Saunders, 1999, pp. 66-68). This means that the impulse 
response of the channel does not depend on direction. If we use a set of antenna elements, 
the situation may be different since we may weight the signals in different ways in the 
transmitter and receiver. Also the noise and interference depend on the environment and 
they are not in general reciprocal. Thus the SNR is not in general reciprocal. Electronic 
components such as power amplifiers are usually not reciprocal. 
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6. Correlation between gain factors  
The gain factors are assumed to be multiplicative. Thus the logarithm of the total gain of the 
form G = Πi (Gi) is log(G) = log[Πi (Gi)] = Σi log(Gi) where the gains Gi are deterministic. If the 
gains are correlated random variables, this approach is no longer valid. For brevity, we 
consider two gains G1 and G2, which are correlated with the covariance Cov{G1 G2} = E{[G1 – 
E{G1}][G2 – E{G2}]} = E{G1 G1} - E{G1}E{G2}, where E refers to the expected value. The total 
instantaneous gain is G = G1 G2, but the average gain is  

 E{G} = E{G1 G2} = E{G1} E{G2} + Cov{G1 , G2}. (2)  

The covariance in (2) can be positive, negative, or zero.  
A good example is the covariance between the transmitted energy and the channel energy 
gain in a power-controlled transmitter. We have shown in (Mämmelä et al., 2010) that the 
covariance has a significant effect on the link budgets.  The basic power control rules are 
water-filling, which maximizes capacity if the bit rate is optimally adjusted at the same 
time, and truncated channel inversion, which minimizes the outage probability for a given 
transmitter power constraint and bit error rate (Biglieri et al., 1998, pp. 2627-2628). Under 
water-filling we transmit more energy when the channel is good, but when the channel is 
sufficiently bad, we do not transmit at all. In this way the transmitted signal is well 
matched to the channel, and we actually receive a good fraction of the transmitted energy. 
The method is optimum only for isolated links due to possible interference to other users. 
In truncated channel inversion we do the opposite: we transmit more energy when the 
channel is bad, but if the channel is too bad, we do not transmit at all. In full channel 
inversion we transmit all the time. These alternatives can be approximated by recursive 
algorithms (Gilhousen et al., 1991; Caire et al., 1999; Yu et al., 2004; Höyhtyä & Mämmelä, 
2007). 
In practice it is easier to track shadowing which is much slower than multipath fading. 
However, this depends on the system parameters. There is no fundamental reason why we 
cannot track multipath fading if it is slow enough compared to the symbol rate of the 
system.  
The covariance can be included in the link budgets as an additional gain or loss because the 
average received energy can be expressed as 

 E{Er} = E{Et  G} = E{Et} E{G} + Cov{Et, G}. (3) 

In practice, a more informative figure of merit is the efficiency of power transmission defined as  

 η = E{Er}/(E{Et} E{G}) = 1 + Cov{Et , G}/(E{Et } E{G}). (4) 

Here is a short interpretation of (3) and (4). The covariance Cov{Et, G} captures the effect of 
adaptive power control on the average received signal energy, and therefore, on the link 
energy budget. The efficiency parameter η of (4) describes whether there is an additional 
gain or loss compared to the traditionally used approach where possible correlation 
between the transmitted energy and channel gain is not taken into account. 
We illustrate the effect of the covariance at two extremes. The covariance can be either 
maximized or minimized with respect to some additional constraints on the moments of 
distribution of transmitted energy (Kotelba & Mämmelä, 2010b). For given average 
transmitted energy E{Et} and representative energy gain E{G}, the maximization of the 
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covariance value is equivalent to maximization of the average received energy or 
maximization of transmission efficiency. The representative energy gain is the average energy 
gain of a signal whose energy is uniformly distributed in all the domains (Mämmelä et al., 
2010). Similarly, minimization of the covariance value is equivalent to minimization of the 
average received energy or minimization of transmission efficiency. We demonstrated in 
(Kotelba & Mämmelä, 2010b) that to maximize the average received energy E{Er} the 
instantaneous transmitted energy Et should be proportional to the channel gain G. On the 
other hand, if the instantaneous transmitted energy Et is inversely proportional to the square 
of the channel gain G, then the average received energy E{Er} is minimized. In general there 
is some gain for water-filling and some loss for truncated channel inversion, compared to 
the case where the transmitted energy is constant (Mämmelä et al., 2010). The difference can 
be several decibels depending on the transmitted signal-to-noise ratio. A good way to 
include the effect of the covariance in the average link budget is to use the transmitted SNR 
instead of the received SNR in bit error rate measurements. The transmitted SNR γt is 
defined to be the ratio of the transmitted energy per bit and the received noise spectral 
density (Mämmelä et al., 2010). 
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Fig. 2. Covariance between instantaneous transmitted energy and channel gain for various 
adaptive power control schemes 

In the numerical examples in Figs. 3 through 5 we did not use expurgation, which implies 
that the results are valid for power-limited systems. In nonexpurgated systems the analysis 
is tractable and we are able to illustrate the concepts. In our numerical results, shown in 
Figs. 2 and 3, we used a composite gamma/lognormal fading channel model (Simon & 
Alouini, 2000, pp. 24-25) with multipath fading parameter  m =  4, shadowing channel gain μ 
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= 0 dB, and shadowing standard deviation σ = 4 dB. For truncated channel inversion, the 
cut-off level was set to zero, that is, we considered full channel inversion.  
The results shown in Fig. 3 can be used in average link budgets. In the worst case analysis 
we must define an outage probability and determine how far below the mean the SNR can 
be. The cumulative distribution function (cdf) F(γr) of the received SNR γr is shown in Fig. 4. 
Three power control rules are used in a composite multipath/shadowing channel. The 
average transmitted SNR is constant for all power control rules and equal to 5 dB. The cutoff 
value in truncated channel inversion μtci was set to 0.223489 to meet the outage probability 
requirement. The respective averages are marked with an asterisk. Water-filling gives the 
largest average received SNR (positive covariance), followed by no power control (zero 
covariance), and truncated channel inversion (negative covariance). For a target outage 
probability of 10 %, the truncated channel inversion and water-filling require the smallest 
and the largest fade margin, respectively. 
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Fig. 3. Efficiency of power transmission in a composite multipath/shadowing channel 

The corresponding fade margins are shown in Fig. 5, again for a target outage probability of 
10 %. The results in Fig. 5 suggest that under the water-filling power control rule, the 
maximum outage probability requirement of 10 % can be satisfied only for sufficiently large 
average transmitted SNR. Below a certain value of the average transmitted SNR, the outage 
probability associated with a nonzero cutoff value μwf exceeds the target probability of 10 %. 
Since the water-filling cutoff value μwf  is unique for a given average transmitted SNR, it is 
not possible to meet the maximum outage probability requirement and the required fade 
margin tends to infinity. This effect is illustrated in Fig. 5. The results in Fig. 5 can be used in 
the worst case analysis when we add the efficiency of power transmission shown in Fig. 3 
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and the fade margin shown in Fig. 5. In conventional link budgets the fade margin for no 
power control is used. Thus we have provided some tools to include power control in both 
the average and worst case analyses.  

7. Averaging 
In averaging we must consider possible commutability problems. We must know in which 
domain we must perform averaging. The expectation operation commutes over linear and 
affine transformations of the form y = Ax + c, i.e., E{y} = A E{x} + c where x is a random 
column vector, A is a constant matrix, and c is a constant column vector (Kay, 1993, pp. 149-
150, 349-350, 390). If c = 0, the transformation is linear, and the superposition theorem is 
valid, and if c ≠ 0, the transformation is affine. The property for the expectation operation 
does not in general carry over to nonlinear transformations, for example to those including 
logarithms and inversions. The problem is discussed in (Kay, 1993, pp. 173-177, 185) for 
common estimators. 
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Fig. 4. Cdf’s of the received SNR for no power control, water-filling, and truncated channel 
inversion 

When we measure the attenuation of the channel, the received power or energy must be 
averaged and compared with the transmitted power or energy. By definition, averaging 
should be done in the linear domain, i.e., in watts or joules. However, sometimes it is more 
practical to average in the logarithmic domain using decibels since most link budgets are 
computed in decibels. The two averages are not in general identical even if expressed in the 
same domain (Pahlavan & Levesque, 1995), and thus averaging of decibels may be 
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misleading. By using Jensen’s inequality (Feller, 1971, p. 153) we have E{log X} ≤ log E{X}. In 
general logarithmic averaging leads to pessimistic results and the estimated average gain is 
lower than the actual average gain. 
In the literature the local shadowing is usually averaged in the linear domain and the global 
shadowing is averaged in the logarithmic domain (Rappaport 2002, pp. 139-141). If we 
assume that the lognormal approximation is good enough, the global average is actually the 
median in the linear domain, not the true linear average. If we do not use the average itself 
but the confidence limits in the worst case analysis, there is no problem with this approach.  
In a fading channel we must often average ratios of the form X/Y where X and Y are 
random variables and Y ≠ 0. Now E{X/Y} = E{X ⋅ 1/Y} = E{X} E{1/Y} + Cov{X, 1/Y}.  If X 
and 1/Y were uncorrelated, we would have E{X/Y} = E{X} ⋅ E{1/Y}. In general E{X/Y} ≠ 
E{X}/E{Y} where E{Y} ≠ 0. Such ratios must be considered for example when the received 
energy X = Er and transmitted energy Y = Et are random in a power-controlled system, and 
we must estimate the average energy gain of the channel. The variables X and 1/Y are also 
correlated in this case. Another example is when the transmitted energy per block is X =  Et 
and the number of bits in a block Y = w is a random variable and we must estimate the 
average transmitted energy per bit E{Et/w} (Mämmelä et al., 2010). In such cases we obtain 
different results with different averaging methods E{X/Y} or E{X}/E{Y} and we must decide 
what we really want. In general, the observation interval should be sufficiently large that the 
random variable Y in the denominator can be assumed to be essentially constant. In such 
cases E{X/Y} ≈ E{X}/E{Y}. 
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In a fading channel transmission may not be continuous. In such cases we must distinguish 
between power-limited and energy-limited systems. In energy-limited systems expurgation 
is used to measure the average transmitted energy and the corresponding SNR. In power-
limited systems no expurgation is used for the SNR. In all systems expurgation is used when 
measuring the bit error rate since we are not interested in bits that are not actually 
transmitted. When using expurgation, we must know when the actual bits are received. 

8. Normalization of the channel 
The average energy gain of the channel depends on the signal structure: how the energy is 
distributed in the time, frequency and spatial domains and thus how well the transmitted 
signal is matched to the channel (Mämmelä et al., 2010). In link budgets the channel is 
usually normalized according to the so-called representative energy gain. For example, if the 
channel model has the form Y = aX, the representative energy gain is E{|a|2}. Some channel 
models are such that their instantaneous energy gain is infinite although the average energy 
gain would be finite. Normally this does not matter since the path loss is rather large, and it 
is quite improbable that the instantaneous gain would be larger than the path loss. Strictly 
speaking our models should be truncated. If our aim is to compare the effect of different 
distortions, it may be reasonable to normalize the models according to the peak energy gain 
(Xiang & Pietrobon, 2003). 
If in an antenna diversity system we add new receiver antennas at the same distance from 
the transmitter, the received energy would be increased linearly. In principle we can 
increase the effective aperture up to the whole sphere surrounding the transmitter 
antenna. We could have a suitably formed effective aperture that fits together like a jigsaw 
puzzle. We receive only part of the transmitted energy since part of the energy is 
absorbed and transformed to other types of energy. The received energy would saturate 
to that maximum and no longer increases linearly with the number of antenna elements.  
The measured path loss includes all the multipath signal components, not just the direct 
path component. If directive antennas were to be used, some multipath components would 
be rejected. By including the multipath components we are able to clarify the normalization 
problem we have. In fair comparisons in energy-limited systems the starting point is the 
basic resource or the average transmitted energy per bit. If we have different channel 
models, we have the problem of how we should normalize them. Intuitively peak 
normalization would be fair. However, the theoretical peak is not always attained. For 
example, in a multipath channel the multipath components experience certain delays. In 
theory the peak would be such that all the multipath components are added constructively. 
This is not always possible if we cannot select the delays arbitrarily. A certain delay 
corresponds to a certain phase shift. For example, there can be additional phase shifts due to 
reflections. In general, the peak of the square of the magnitude of the transfer function of a 
slowly fading channel is less than or equal to the theoretical maximum. 
Many channel models cannot be peak-normalized since the peak energy gain is unlimited. 
Such models include for example Rayleigh, Rician and lognormal fading channels. In such 
channels surprisingly there appears a St. Petersburg-like paradox (Kotelba & Mämmelä, 
2010a). It can be resolved by using suitable performance metrics and fading models. 
Normalization is further discussed in (Loyka & Levin, 2009). 
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9. Conclusion 
Link power or energy budgets are usually used to estimate the received SNR and thus the 
expected performance of the receiver. In a link budget we evaluate the different loss factors 
in a communication system. Usually the link budget is computed in the logarithmic domain 
and the different factors are added together in decibels. Normally a worst case analysis is 
made. We have described the factors in detail and have shown the uncertainties we have, 
and how to possibly reduce those uncertainties. We have also provided tools describing 
how to include power control in the worst case analysis or in the alternative average 
analysis. 
A general assumption is that there are no nonlinear interactions between the different 
factors. When power control is used there is a strong correlation between the energy gain of 
the channel and the transmitted energy. Numerical results were presented to show the effect 
of this correlation. The chapter has concentrated mainly on single isolated links. An 
extension to multiple links would be useful, but so far no standard practices are available 
other than the interference margins. 
We have also shown the limitations of the common fading channel models leading to some 
pathological phenomena that never occur in practical channels. We discussed the 
normalization of the channel models and averaging of the power and energy in power-
limited and energy-limited systems. The emphasis was in phenomena that are not very well 
known in the scientific society. 

10. References 
Bello P. A. (1963). Characterization of randomly time-variant linear channels, IEEE 

Transactions on Communications Systems, Vol. CS-11, No. 4, pp. 360 - 393. 
Biglieri E., Proakis J., and Shamai S. (1998). Fading channels: Information-theoretic and 

communications aspects, IEEE Transactions on Information Theory,  Vol. 44, No. 6, pp. 
2619 - 2692. 

Caire G., Taricco G., and Biglieri E. (1999). Optimum power control over fading channels, 
IEEE Transactions on Information Theory, Vol. 45, No. 5, pp. 1468-1489. 

Chu T.-S. and Greenstein L. J. (1999). A quantification of link budget differences between the 
cellular and PCS bands, IEEE Transactions on Vehicular Technology, Vol. 48, No. 1, 
pp. 60 – 65. 

Coulson A. J., Williamson A. G., and Vaughan R. G. (1998). A statistical basis for lognormal 
shadowing effects in multipath fading channels, IEEE Transactions on 
Communications, Vol. 46, No. 4, pp. 494-502. 

Feller W. (1971). An Introduction to Probability Theory and Its Applications, Vol. 2, 2nd ed., John 
Wiley & Sons, New York. 

French S. (1986). Decision Theory: An Introduction to the Mathematics of Rationality. Halsted 
Press, New York. 

Gilhousen K. S., Jacobs I. M., Padovani R., Viterbi A. J., Weaver L. A., Jr., and Wheatley C. E., 
III (1991). On the capacity of a cellular CDMA system, IEEE Transactions on 
Vehicular Technology, Vol. 40, No. 2, pp. 303–312. 



Link Budgets: How Much Energy is Really Received 

 

447 

Gudmundson M. (1991). Correlation model for shadow fading in mobile radio systems, 
Electronics Letters, vol. 27,  no. 23,  pp. 2145 – 2146. 

Hansen R. C. (1966). Microwave Scanning Antennas, John Wiley & Sons, New York. 
Höyhtyä M. and Mämmelä A. (2007). Adaptive inverse power control using an FxLMS 

algorithm, Proceedings of the IEEE Vehicular Technology Conference (VTC)  Spring, 
Dublin, Ireland, pp. 3021–3025. 

Kay, S. M. (1993). Fundamentals of Statistical Signal Processing: Estimation Theory. Prentice-
Hall, Englewood Cliffs, NJ. 

Kotelba A. and Mämmelä A. (2008). Application of financial risk-reward theory to adaptive 
transmission, Proceedings of the IEEE Vehicular Technology Conference (VTC) Spring, 
Singapore, pp. 1756 - 1760. 

Kotelba A. and Mämmelä A. (2010a). St. Petersburg paradoxes in performance analysis of 
adaptive wireless systems, Proceedings of the IEEE Vehicular Technology Conference 
(VTC) Spring, Taipei, Taiwan. 

Kotelba A. and Mämmelä A. (2010b). Efficiency of power transmission in adaptive 
communication systems, unpublished. 

Loyka S. and Levin G. (2009). On physically-based normalization of MIMO channel 
matrices, IEEE Transactions on Wireless Communications, Vol. 8, No. 3, pp. 1107-1112. 

Lucky R. W., Saltz J., and Weldon E. J., Jr. (1968). Principles of Data Communication. McGraw-
Hill, New York. 

Mämmelä A., Kotelba A., Höyhtyä M., and Taylor D. (2010). Relationship of average 
transmitted and received energies in adaptive transmission, IEEE Transactions on 
Vehicular Technology, Vol. 59, No. 3, pp. 1257–1268. 

Monsen P. (1980). Fading channel communications, IEEE Communications Magazine, Vol. 18, 
No. 1, pp. 16-25. 

Pahlavan K. and Levesque A. H. (1995). Wireless Information Networks. John Wiley & Sons,  
New York. 

Parker D. and Zimmermann D. C. (2002). Phased arrays–Part I: Theory and architectures, 
IEEE Transactions on Microwave Theory and Techniques, Vol. 50, No. 3, pp. 678-687. 

Proakis J. G. (2001). Digital Communications, 4rd ed., McGraw-Hill, New York. 
Rappaport T. S. (2002). Wireless Communications: Principles and Practice, 2nd ed., Prentice-

Hall, Englewood Cliffs, NJ. 
Roy A. D. (1952). Safety first and the holding of assets, Econometrica, Vol. 20, No. 3, pp. 431 – 

449. 
Salo, J. (2006). Statistical analysis of the wireless propagation channel and its mutual 

information, Doctoral thesis, Helsinki University of Technology, Espoo, Finland. 
Saunders S. R. (1999). Antennas and Propagation for Wireless Communication Systems. John 

Wiley & Sons, West Sussex, UK. 
Schwartz M., Bennett W. R., and Stein S. (1966). Communication Systems and Techniques. 

McGraw-Hill, New York. 
Simon M. K. and Alouini M.-S. (2000). Digital Communication Over Fading Channels: A Unified 

Approach to Performance Analysis. John Wiley & Sons, New York. 
Sklar B. (2001). Digital Communications: Fundamentals and Applications, 2nd ed., Prentice-Hall, 

Upper Saddle River, NJ. 



 Vehicular Technologies: Increasing Connectivity 

 

448 

Stüber G. L. (2001). Principles of Mobile Communication, 2nd ed., Kluwer Academic 
Publishers, Norwell, MA. 

Turin G. L. (1980). Introduction to spread-spectrum antimultipath techniques and their 
application to urban digital radio, Proceedings of the IEEE, Vol. 68, No. 3, pp. 328 - 
353. 

Xiang W. and Pietrobon S. S. (2003). On the capacity and normalization of ISI channels, IEEE 
Transactions on Information Theory, Vol. 49, No. 9, pp. 2263–2268. 

Yu W., Rhee W., Boyd S., and Cioffi J. M. (2004). Iterative water-filling for Gaussian vector 
multiple-access channels, IEEE Transactions on Information Theory, Vol. 50, No. 1, pp. 
145-152. 


	Vehicular Technologies Increasing Connectivity Preface
	01_A Non-Stationary MIMO Vehicle-to-Vehicle Channel Model Derived From the Geometrical T-Junction Model
	02_Simulation of SISO and MIMO Multipath Fading Channels
	03_User Scheduling and Partner Selection for Multiplexing-based Distributed MIMO Uplink Transmission
	04_Resource Allocation for Multi-User OFDMA-Based Wireless Cellular Networks
	05_From Linear Equalization to Lattice-Reduction-Aided Sphere-Detector as an Answer to the MIMO Detection Problematic in Spatial Multiplexing Systems
	06_DFT Based Channel Estimation Methods for MIMO-OFDM Systems
	07_Channels and Parameters Acquisition in Cooperative OFDM Systems
	08_Fast Power and Channel Adaptation for Mobile Users in OFDMA Multi-Cell Scenarios
	09_Statistical Properties of the Capacity of Double Nakagami-m Channels for Applications in V2V Dualhop Communication Systems
	10_Resource Allocation and User Scheduling in Coordinated Multicell MIMO Systems
	11_Hybrid Evolutionary Algorithm-based Schemes for Subcarrier, Bit, and Power Allocation in Multiuser OFDM Systems
	12_Reduced-Complexity PAPR Minimization Schemes for MC-CDMA Systems
	13_Cognitive Radio Communications for Vehicular Technology – Wavelet Applications
	14_Multiple Antenna-Aided Spectrum Sensing Using Energy Detectors for Cognitive Radio
	15_New Method to Generate Balanced 2n-PSK STTCs
	16_Correlation Coefficients of Received Signal I and Q Components in a Domain with Time and Frequency Axes under Multipath Mobile Channel with LOS and NLOS
	17_Multimodulus Blind Equalization Algorithm Using Oblong QAM Constellations for Fast Carrier Phase Recovery
	18_Peak-to-Average Power Ratio Reduction for Wavelet Packet Modulation Schemes via Basis Function Design
	19_Outage Performance and Symbol Error Rate Analysis of L-Branch Maximal-Ratio Combiner for κ-μ and η-μ Fading
	20_Technological Issues in the Design of Cost-Efficient Electronic Toll Collection Systems
	21_Propagation Aspects in Vehicular Networks
	22_Propagation Path Loss Modelling in Container Terminal Environment
	23_Link Budgets: How Much Energy is Really Received


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


